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Cluster Technology
Supercomputers for the masses: 

Get a bunch of cheap PCs 
String a lot of cable 

Voila! A supercomputer!
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Cluster Technology

Failures multiply 
Always a few dead nodes 

Can turn into many

Considerations: 
Heat removal 

Power conditioning 
Power sequencing 

Vibration



Cluster Technology
Communication 

Ethernet is high latency 
Infiniband

Cheap PCs often use  
multiple chipsets



A Rack Cluster



A Computer Room



A Computer



A Computer Power Supply



Another Computer



A Computer Building



Earth Simulator 2
NEC SX-9 vector processors

1280 Nodes 
131 TFlops 

8 CPUs/node 
4-way 

superscalar 
256-way vector



Original Teraflop

ASCI Red: ~9K Pentium II, 3D mesh



ASC-Q



ASCI Purple

~12K Power5, 100 TFLOPS, 50 TB mem, 2 PB disk, 7.5 MW 



Red Storm

~13K quad-core Opterons, 284 TFLOPS, 
Cray XT-4 (PPC 440-based network)



BlueGene L

596 TFLOPS, 75 TB memory, 1.9 PB disk 
64K Dual PPC440, 3D Torus, Collective, Control



Roadrunner

~6500 dual Opteron + ~13K Cell + Infiniband 
1st to reach 1 PFLOPS



More Blue Gene

Blue Gene/P: up to ~880K PPC450 @ 850 MHz, 3 PFLOPS 

Blue Gene/Q: (2011) 1.6M PPC cores, 6MW, 20 PFLOPS



Blue Gene Q

This one (ANL) 9PFLOPS, Sequoia (LLNL) 17PFLOPS 
Each chip: 18 64-bit 4-way SMT PPC cores @1.6 GHz 
96 racks, 98K nodes, 3K sq. ft. 7.9MW, 2GFLOPS/W



ORNL Titan

560,640 cores, plus GPU accelerators, 8.2 MW, 17.6 Petaflops



Tianhe-2

3.12 Million cores (Intel Ivy Bridge and Phi) 
17.8 MW, 33.86 Petaflops



Blue Waters Facility
10 PFLOPS (peak) system being built at NCSA 

(Univ. of Illinois) 
90,000 sq ft building 

20,000 sq ft machine room, w/6’ raised floor 
32 MW power in 4 independent feeds



Blue Waters Processors
Based on IBM Power 7 

8-core, 32-thread, 4 GHz processor 

32MB level 3 cache 

2 Memory controllers, 8 channels 

4 chips per module - 32 cores 

1 TFlop per module 

1.1 TB/s switch blocks



Blue Waters Drawers

8 processor modules (TFLOPS) per drawer 

4 GB/core, 1 TB/drawer 

Water cooled 

39” x 72” x 2” 

290 lbs



Drawer Contents

PCI-E  
slots

Power 
Supplies

500GB 
RAM

500GB 
RAM

Power 7 
quad-chip 
modules

TB/s 
switches

Optical 
fiber

Chilled 
water pipes



Programming
Initially MPI and Open-MP 

Migration to X10 

Partitioned Global Address Space (PGAS) 

Eclipse environment 

Object-oriented, with ateach, foreach, atomic, clocks 

Run on a virtual machine on top of HW



Muddied Waters

Original design cancelled 

IBM cannot deliver stated performance for bid price 

NSF can’t pay more, IBM can’t dump hardware 

235 Cray XE6 cabinets with AMD Opteron 6200 

30 future Cray XK6 cabinets with NVIDIA Tesla GPUs



New Design

380,000 x86 cores + 3000 GPUs 

3D torus interconnect (Cray Gemini - sold to Intel) 

1.5 PB memory, 25 PB disk 

11.5 PF peak performance



Exaflop Challenges
1 billion gigaflops, 1 million teraflops 

Traditionally 1 byte per flop - mostly memory machine 

No more clock scaling -- factor of 1000 beyond current petaflop systems all via additional 
parallelism 

Limited power and space (25 MW costs $15M/yr) 

25 picowatts per flop -- factor of 100 more efficient 

Heterogeneity, specialized processors, higher cost 

How do you checkpoint a thing like this?



Kevin Lim           ISCA 2008
Understanding and Designing New Server Architectures for 
Emerging Warehouse-Computing Environments



Benchmark Suite



Cost/Performance in Server Farms

Performance is measured in sustainable metrics, such as requests per 
second 

Total Cost of Ownership 

Includes direct cost, power, cooling, depreciation 

Cost may be calculated in terms of TCO, power, etc.



Systems Considered

Infrastructure dollars



Cost Breakdown

Infrastructure, Power and Cooling



Performance/Cost



Proposed 2-Level Memory 
Architecture

Reduce amount of DRAM by sharing 
est. 8% to 11% better perf/$TCO



Integrated Systems

N1 is current technology, embedded processor 

N2 adds 2-level memory and flash disk cache



Discussion



Svilen Kanev   ISCA 15
Profiling a warehouse-scale computer



Some Observations



More Observations

Benchmarks like SPEC are not representative



Caches



SuperScalar



Multithreading



Conclusions



Discussion


