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Divergence

Threads run well if they do the same thing everywhere 

Branches cause control flow to diverge — part of the warp goes idle 

Memory accesses that can’t be coalesced into dense cache-line fetches 
are another form of divergence — memory bandwidth is underutilized



Application Study

The vast majority of applications 
work well at 32 threads per warp 
(may be biased by architecture) 

A small number will perform 
better with 4 threads 

A similar number will be worse 
(called convergent)



IPC/Lanes Active

Convergent applications increase 
IPC by 0.4 for 4-threads 

Divergent application decrease 
IPC by 0.3 for 4-threads 

Lane utilization increases by 4 
and decreases by 6, respectively



Instruction Fetches

Increase significantly for smaller 
warp sizes 

Puts more pressure on the L1 I-
Cache 

So add L0 I-caches



Variable Size Warps

Use 4 threads for divergent apps, gang together for others



Ganging

Gangs are groups of 4 threads within a 32-thread warp 

A mask determines which slices are active 

Gangs can split at most 4 ways (groups of two 4-thread warps) 

Gangs can merge after splitting



Performance

32-warp, 4-warp 

Inelastic splitting (control divergence) 

Elastic splitting/merging 

Elastic with memory divergence



Performance

Get most of divergent improvement, avoid most of convergent loss



Explored many split/merge policies



Related work
Thread Block Compaction and Dynamic Warp Formation 

Best performance is on raytracing (note that NVIDIA added raytrace units in Turing) 



Discussion
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(78 Authors)



Motivation

Voice recognition for search engine input 

Inference only, limited set of NNs, models reduced to integer form 

Low latency 

Low power 

Build in a hurry and keep cost low (chip small)



Co-Processor

Driven by CPU — does not have its own instruction fetch 

Large memory and large number of 8-bit integer MAC units 

Plug into PCI-e bus, like a SATA hard drive



Overview
4 Mb in Accumulators

24 Mb in Unified Buffer



Floorplan



CISC Instructions

PCIe latency slows issue to 10 to 20 cycles 

Instructions are large operations and include repeat field (about a dozen) 

Main 5 are: Read_Host_Memory, Read_Weights, MatrixMultiply/Convolve, 
Activate, Write_Host_Memory



Comparison Systems



Performance



Energy



Discussion


