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Screenshot of Annotated Digg



Text Classification

• (Oh et al, ICWSM 2009)

• SVM

• 87% accuracy on blog posts
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A Semi-Supervised Learning Problem

• Some items labeled

• Learn to label the rest

– Not based on item content features

– Based on distances/relationships between items– Based on distances/relationships between items



Outline

• Propagation algorithms

• Tuning parameters

• Tuning with additional data sources

• Testing against held out data• Testing against held out data



Zhou et al 2004

• "Learning with Global Consistency"



Mapping to Our Case

• Choose a continuous (red, blue) score for each 

node that minimizes a cost function

– Cost for color distance on adjacent nodes

– Cost for changing originally labeled nodes– Cost for changing originally labeled nodes

• Equivalently: fixed point of color propagation, 

with mix of last iteration and original



Desired Behavior (Axiom)

• Color item blue if disproportionately liked by 

blue people

– More blues than reds like it

• Color person blue if disproportionately likes • Color person blue if disproportionately likes 

blue items

– Likes more blues than reds



Blue or Red?



Desired Behavior (Axiom)

• Color item blue if disproportionately liked by blue 

people

– More blues than reds like it

– Higher proportion of blues like it than the proportion – Higher proportion of blues like it than the proportion 

of reds who like it

• Color person blue if disproportionately likes blue 

items

– Likes more blues than reds

– Likes a higher fraction of blue items than of red items



Random Walk With Restart
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Random Walk With Restart

SS
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• Classify

– blue if Scoreb > θ Scoreall

AND NOT Scorer > θ Scoreall



TUNING PARAMETERS



Tuning α

• Ten-fold cross-validation
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Tuning θ

• Very few labeled nodes as both/neither

– Scoreb > Scoreall�� Scorer < Scoreall

• Maximize accuracy at θ=1

– Everything classified as red XOR blue– Everything classified as red XOR blue

• Higher θ yields more "purple" classifications

– Might be useful if training data had some purples



TUNING WITH ADDITIONAL DATA 

SOURCES



Externally Classified Blogs



Items In Those Blogs Inherit Labels



Items In Those Blogs Inherit Labels



Blog Links as Votes



Additional Datasets

• Baseline: only labels for known raters

add

“blog links as 

votes” votes” 

No Yes

add

“items from 

labeled blogs”

No 94.8%

Yes 95.4% 92.9%



Additional Domain Data

• "Domain" nodes and "Friend/follower" links



Results

“domain” links 

No Yes

“friendship” 
No 94.9% 94.9%

“friendship” 

links

No 94.9% 94.9%

Yes 95.1% 95.0%



Weighted Domain Links

• Domain link = n digg votes
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TESTING AGAINST HELD OUT DATA



Test Data

• Stories

– Read and labeled by Turkers

• People

– User's comments read by research team– User's comments read by research team



Turkers



Stories Labeled by 

Mechanical Turkers
• 1000 stories

• Qualification test to hire 
turkers

• 3 self-identified liberal 
and 3 self-identified 
conservative for each conservative for each 
story

• Only used 307 labeled 
stories with 6/6 
agreement that are either 
red or blue (73 red, 234 
blue)



Labeling Users

• 220 Users with 
– >15 comments; 

– >5 diggs

– >½ of recent comments on political stories

• 2 undergrad coders
– One code for each user – One code for each user 

– Code as red (conservative), blue (liberal), gray (unclear or signs of 
both)

• Kappa score: 0.69
– .89 excluding users coded by either as gray

– 6 pre-labeled users included for quality control
• all coded correctly

• 131 users where coders agreed on pure red or blue
– (69 red, 62 blue)



Accuracy

Cross-validation 

on training data

94.90%

on training data

On test data 94.5% overall, 

92.8% for stories, 

98.5% for users



Conclusion

• Can propagate political leanings from a few 
labeled items and people

• Much room for tuning

– Algorithm: definition of "disproportionately liked"– Algorithm: definition of "disproportionately liked"

– Data to include

�Diggs as votes

�Source blog �item label

x Blog references as votes

x Friend links

�Source links


