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Abstract

Applications

Background: LDA (Blei et al., 2003) 

A Cluster-Based Topic Model

Predictive Distributions

LDA: Predictive Distributions

Related: Dirichlet-Enhanced LSA (Yu et al., 2005)

Experimental Setup

Results: Perplexity

Inferred Topics and Clusters
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classification class training classifier classifiers
units hidden network layer unit
stimulus stimuli response attention task
cortex connections cortical orientation activity
information entropy statistical optimal mutual
object objects features recognition feature
speech recognition word hmm system
images face faces detection video
neurons neuron spike synaptic firing
distribution gaussian probability bayesian prior
eye visual system movements position
sequence prediction sequences series nonlinear
user query data ranking users
cells cell visual neurons response
figure shown shows left single
training learning output generalization error
signal auditory signals frequency noise
representations level representation rules structure
matrix kernel linear space vector
motion visual local scene direction
language words word grammar string
learning task learn problem examples
data space clustering points distance
model models properties study results
training data error set selection
network neural networks architecture output
problem solution optimization problems constraints
methods approach based method problem
control motor model system trajectory
independent source basis component ica
phase sensory neurons receptor activity
analog circuit chip circuits vlsi
robot environment modules sensor sensors
memory network dynamics neuron neurons
system systems neural processing computer
model data models parameters likelihood
function functions case set paper
policy action reinforcement learning actions
number large performance high data
learning algorithm gradient weight error

Clustering by Topic and Author

Interpreting the Clusters

energy field boltzmann temperature distribution
tree graph belief node inference
properties study results analysis structure
data training error set regression
network neural networks output architecture
problem solution optimization problems constraints
methods based method section approach
system systems processing neural information
model data models parameters variables
function functions set case paper
number large high data order
learning algorithm gradient weight descent
bound bounds algorithm loss functions
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