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Scaling up the model size has continued to push the 
boundaries of possibility
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Prompt Tuning is better than Model 
Tuning on larger language shifts!Zero-shot cross-lingual generation 

(XGen)

Inference time: Apply the resulting LM to summarize articles
written in non-English languages (zero-shot cross-lingual)

Training time: Adapt a pretrained multilingual LM to English 
summarization using prompt tuning or model tuning

English article: Mask the noise in your 
ears by turning on background music or 
other sounds  You can use tapes or CDs 
with “white noise” of the ocean, …

English summary: Use calming 
background sound to drown out 
the noise. Listen to soothing 
sounds as you fall asleep …

Thai article: กลบเสียงดังในหูโดยเปดเพลง
บรรเลงหรือเสียงบรรยากาศคลอไป จะเปดคลิ
ปหรือแผน CD ท่ีเปน …

Thai summary: ใชเสียง
บรรยากาศชวนสงบใจ. ฟงเสียงขับ
กลอมจนหลับไป.

Multilingual Language Model 
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Figure 2: Model tuning requires making a task-
specific copy of the entire pre-trained model for each
downstream task and inference must be performed in
separate batches. Prompt tuning only requires stor-
ing a small task-specific prompt for each task, and
enables mixed-task inference using the original pre-
trained model. With a T5 “XXL” model, each copy
of the tuned model requires 11 billion parameters. By
contrast, our tuned prompts would only require 20,480
parameters per task—a reduction of over five orders of
magnitude—assuming a prompt length of 5 tokens.

low fine-tuned T5-XXL (Raffel et al., 2020) (71.8
vs. 89.3) despite using 16 times more parameters.

Several efforts to automate prompt design have
been recently proposed. Shin et al. (2020) propose
a search algorithm over the discrete space of words,
guided by the downstream application training data.
While this technique outperforms manual prompt
design, there is still a gap relative to model tuning.

Li and Liang (2021) propose “prefix tuning”
and show strong results on generative tasks. This
method freezes the model parameters and back-
propagates the error during tuning to prefix ac-
tivations prepended to each layer in the encoder
stack, including the input layer. Hambardzumyan
et al. (2021) simplify this recipe by restricting the
trainable parameters to the input and output sub-
networks of a masked language model, and show
reasonable results on classifications tasks.

In this paper, we propose prompt tuning as a
further simplification for adapting language models.
We freeze the entire pre-trained model and only al-
low an additional k tunable tokens per downstream
task to be prepended to the input text. This “soft
prompt” is trained end-to-end and can condense
the signal from a full labeled dataset, allowing our
method to outperform few-shot prompts and close
the quality gap with model tuning (Figure 1). At
the same time, since a single pre-trained model is
recycled for all downstream tasks, we retain the ef-
ficient serving benefits of frozen models (Figure 2).

While we developed our method concurrently

with Li and Liang (2021) and Hambardzumyan
et al. (2021), we are the first to show that prompt
tuning alone (with no intermediate-layer prefixes or
task-specific output layers) is sufficient to be com-
petitive with model tuning. Through detailed ex-
periments in sections 2–3, we demonstrate that lan-
guage model capacity is a key ingredient for these
approaches to succeed. As Figure 1 shows, prompt
tuning becomes more competitive with scale.

We compare with similar approaches in Sec-
tion 4. Explicitly separating task-specific param-
eters from the “generalist” parameters needed for
general language-understanding has a range of ad-
ditional benefits. We show in Section 5 that by
capturing the task definition in the prompt while
keeping the generalist parameters fixed, we are able
to achieve better resilience to domain shifts. In Sec-
tion 6, we show that “prompt ensembling”, learn-
ing multiple prompts for the same task, can boost
quality and is more efficient than classic model en-
sembling. Finally, in Section 7, we investigate the
interpretability of our learned soft prompts. In sum,
our key contributions are:

1. Proposing prompt tuning and showing its com-
petitiveness with model tuning in the regime
of large language models.

2. Ablating many design choices, and showing
quality and robustness improve with scale.

3. Showing prompt tuning outperforms model
tuning on domain shift problems.

4. Proposing “prompt ensembling” and showing
its effectiveness.

2 Prompt Tuning

Following the “text-to-text” approach of T5 (Raffel
et al., 2020), we cast all tasks as text generation.
Instead of modeling classification as the probabil-
ity of an output class given some input, Pr(y|X),
where X is a series of tokens and y is a single class
label, we now model it as conditional generation,
where Y is a sequence of tokens that represent a
class label. T5 models classification as Pr✓(Y |X),
parameterized by the weights, ✓, of the transform-
ers (Vaswani et al., 2017) that make up its encoder
and decoder.

Prompting is the approach of adding extra in-
formation for the model to condition on during its
generation of Y . Normally, prompting is done
by prepending a series of tokens, P , to the in-
put X , such that the model maximizes the likeli-
hood of the correct Y , Pr✓(Y |[P ;X]), while keep-
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Figure 2: Model tuning requires making a task-
specific copy of the entire pre-trained model for each
downstream task and inference must be performed in
separate batches. Prompt tuning only requires stor-
ing a small task-specific prompt for each task, and
enables mixed-task inference using the original pre-
trained model. With a T5 “XXL” model, each copy
of the tuned model requires 11 billion parameters. By
contrast, our tuned prompts would only require 20,480
parameters per task—a reduction of over five orders of
magnitude—assuming a prompt length of 5 tokens.

low fine-tuned T5-XXL (Raffel et al., 2020) (71.8
vs. 89.3) despite using 16 times more parameters.

Several efforts to automate prompt design have
been recently proposed. Shin et al. (2020) propose
a search algorithm over the discrete space of words,
guided by the downstream application training data.
While this technique outperforms manual prompt
design, there is still a gap relative to model tuning.

Li and Liang (2021) propose “prefix tuning”
and show strong results on generative tasks. This
method freezes the model parameters and back-
propagates the error during tuning to prefix ac-
tivations prepended to each layer in the encoder
stack, including the input layer. Hambardzumyan
et al. (2021) simplify this recipe by restricting the
trainable parameters to the input and output sub-
networks of a masked language model, and show
reasonable results on classifications tasks.

In this paper, we propose prompt tuning as a
further simplification for adapting language models.
We freeze the entire pre-trained model and only al-
low an additional k tunable tokens per downstream
task to be prepended to the input text. This “soft
prompt” is trained end-to-end and can condense
the signal from a full labeled dataset, allowing our
method to outperform few-shot prompts and close
the quality gap with model tuning (Figure 1). At
the same time, since a single pre-trained model is
recycled for all downstream tasks, we retain the ef-
ficient serving benefits of frozen models (Figure 2).

While we developed our method concurrently

with Li and Liang (2021) and Hambardzumyan
et al. (2021), we are the first to show that prompt
tuning alone (with no intermediate-layer prefixes or
task-specific output layers) is sufficient to be com-
petitive with model tuning. Through detailed ex-
periments in sections 2–3, we demonstrate that lan-
guage model capacity is a key ingredient for these
approaches to succeed. As Figure 1 shows, prompt
tuning becomes more competitive with scale.

We compare with similar approaches in Sec-
tion 4. Explicitly separating task-specific param-
eters from the “generalist” parameters needed for
general language-understanding has a range of ad-
ditional benefits. We show in Section 5 that by
capturing the task definition in the prompt while
keeping the generalist parameters fixed, we are able
to achieve better resilience to domain shifts. In Sec-
tion 6, we show that “prompt ensembling”, learn-
ing multiple prompts for the same task, can boost
quality and is more efficient than classic model en-
sembling. Finally, in Section 7, we investigate the
interpretability of our learned soft prompts. In sum,
our key contributions are:

1. Proposing prompt tuning and showing its com-
petitiveness with model tuning in the regime
of large language models.

2. Ablating many design choices, and showing
quality and robustness improve with scale.

3. Showing prompt tuning outperforms model
tuning on domain shift problems.

4. Proposing “prompt ensembling” and showing
its effectiveness.

2 Prompt Tuning

Following the “text-to-text” approach of T5 (Raffel
et al., 2020), we cast all tasks as text generation.
Instead of modeling classification as the probabil-
ity of an output class given some input, Pr(y|X),
where X is a series of tokens and y is a single class
label, we now model it as conditional generation,
where Y is a sequence of tokens that represent a
class label. T5 models classification as Pr✓(Y |X),
parameterized by the weights, ✓, of the transform-
ers (Vaswani et al., 2017) that make up its encoder
and decoder.

Prompting is the approach of adding extra in-
formation for the model to condition on during its
generation of Y . Normally, prompting is done
by prepending a series of tokens, P , to the in-
put X , such that the model maximizes the likeli-
hood of the correct Y , Pr✓(Y |[P ;X]), while keep-
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Figure 2: Model tuning requires making a task-
specific copy of the entire pre-trained model for each
downstream task and inference must be performed in
separate batches. Prompt tuning only requires stor-
ing a small task-specific prompt for each task, and
enables mixed-task inference using the original pre-
trained model. With a T5 “XXL” model, each copy
of the tuned model requires 11 billion parameters. By
contrast, our tuned prompts would only require 20,480
parameters per task—a reduction of over five orders of
magnitude—assuming a prompt length of 5 tokens.

low fine-tuned T5-XXL (Raffel et al., 2020) (71.8
vs. 89.3) despite using 16 times more parameters.

Several efforts to automate prompt design have
been recently proposed. Shin et al. (2020) propose
a search algorithm over the discrete space of words,
guided by the downstream application training data.
While this technique outperforms manual prompt
design, there is still a gap relative to model tuning.

Li and Liang (2021) propose “prefix tuning”
and show strong results on generative tasks. This
method freezes the model parameters and back-
propagates the error during tuning to prefix ac-
tivations prepended to each layer in the encoder
stack, including the input layer. Hambardzumyan
et al. (2021) simplify this recipe by restricting the
trainable parameters to the input and output sub-
networks of a masked language model, and show
reasonable results on classifications tasks.

In this paper, we propose prompt tuning as a
further simplification for adapting language models.
We freeze the entire pre-trained model and only al-
low an additional k tunable tokens per downstream
task to be prepended to the input text. This “soft
prompt” is trained end-to-end and can condense
the signal from a full labeled dataset, allowing our
method to outperform few-shot prompts and close
the quality gap with model tuning (Figure 1). At
the same time, since a single pre-trained model is
recycled for all downstream tasks, we retain the ef-
ficient serving benefits of frozen models (Figure 2).

While we developed our method concurrently

with Li and Liang (2021) and Hambardzumyan
et al. (2021), we are the first to show that prompt
tuning alone (with no intermediate-layer prefixes or
task-specific output layers) is sufficient to be com-
petitive with model tuning. Through detailed ex-
periments in sections 2–3, we demonstrate that lan-
guage model capacity is a key ingredient for these
approaches to succeed. As Figure 1 shows, prompt
tuning becomes more competitive with scale.

We compare with similar approaches in Sec-
tion 4. Explicitly separating task-specific param-
eters from the “generalist” parameters needed for
general language-understanding has a range of ad-
ditional benefits. We show in Section 5 that by
capturing the task definition in the prompt while
keeping the generalist parameters fixed, we are able
to achieve better resilience to domain shifts. In Sec-
tion 6, we show that “prompt ensembling”, learn-
ing multiple prompts for the same task, can boost
quality and is more efficient than classic model en-
sembling. Finally, in Section 7, we investigate the
interpretability of our learned soft prompts. In sum,
our key contributions are:

1. Proposing prompt tuning and showing its com-
petitiveness with model tuning in the regime
of large language models.

2. Ablating many design choices, and showing
quality and robustness improve with scale.

3. Showing prompt tuning outperforms model
tuning on domain shift problems.

4. Proposing “prompt ensembling” and showing
its effectiveness.

2 Prompt Tuning

Following the “text-to-text” approach of T5 (Raffel
et al., 2020), we cast all tasks as text generation.
Instead of modeling classification as the probabil-
ity of an output class given some input, Pr(y|X),
where X is a series of tokens and y is a single class
label, we now model it as conditional generation,
where Y is a sequence of tokens that represent a
class label. T5 models classification as Pr✓(Y |X),
parameterized by the weights, ✓, of the transform-
ers (Vaswani et al., 2017) that make up its encoder
and decoder.

Prompting is the approach of adding extra in-
formation for the model to condition on during its
generation of Y . Normally, prompting is done
by prepending a series of tokens, P , to the in-
put X , such that the model maximizes the likeli-
hood of the correct Y , Pr✓(Y |[P ;X]), while keep-
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Mixing in unlabeled multilingual 
training data (MIX-UNSUP)
• 1% unsupervised training task (i.e., span 

corruption) either from the target language
• 99% WikiLingua-0

Factorized prompts (FP)
• explicitly factoring soft prompts into “task” and 

“language” components that can be recombined 
in novel pairings during inference

Scaling up the model size has continued to push the 
boundaries of possibility
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Factorized prompts
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Sub-Prompts

Task 
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Factorized Prompt Training Batch

1) Train factorized prompts on all
    language / task combinations

2) Train downstream task prompt
    (keeping En sub-prompt frozen)

3) Swap language sub-prompts at
    inference time

En

example #1
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En
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We learn recomposable language and task sub-prompts 
by training on all language / task combinations from a 

set of unsupervised tasks covering all languages.

Prompt Tuning Model Tuning

वयस्क व्यिÈत का दांत Ǔनकलवाने के 
ͧलए डेंǑटस्ट के पास जाएँ. वयस्क 
व्यिÈत का दांत खुद न Ǔनकालें.

Go to a डेंǑटस्ट. Do not try to loose the दांत 
on your own.

Giảm độ ẩm trong nhà. Pha 
loãng giấm với nước. Xịt hỗn 
hợp lên thảm. Rắc muối nở lên 
mặt thảm. Làm khô thảm. Nhờ 
chuyên gia xử lý.

Lower the humidity. Mix giấm với nước. 
Apply giấm mixture lên thảm. Sprinkle 
muối nở lên thảm. Allow thảm to dry. Use 
quạt to làm khô thảm. Consider xử lý 
thảm bị hư hại

Sample Hindi (top) and Vietnamese (bottom) predictions 
of our XXL model tuned with Prompt and Model Tuning. 

While the summaries are all understandable to a bilingual 
speaker, Prompt Tuning tends to stay within the target 

language, whereas Model Tuning is more prone to code 
switching between English (red) and the target language.

Mixing in unsupervised multilingual 
data prevents catastrophic forgetting

Factorized prompts are helpful for 
overcoming severe catastrophic forgetting

Key take-aways

✦ a challenging benchmark for zero-shot cross-lingual 
generation (XGen)

✦ increasing model scale and decreasing tunable 
parameter capacity are key for overcoming 
catastrophic forgetting

✦ methods for further mitigating catastrophic forgetting, 
including mixing in unlabeled multilingual data and 
factorized prompts

✦ LM-Adapted mT5 checkpoints

✦  Brian Lester, Rami Al-Rfou, and Noah Constant. 2021. The power of scale for parameter-efficient 
prompt tuning. In EMNLP 2021, pages 3045–3059.
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A model is required to learn a generative task from labeled 
data in one language (i.e., English), and then perform the 

equivalent task in another language at inference time.

Model Tuning: fine-tunes the entire model on each task 
Prompt Tuning: learns only a small amount of additional 

parameters while keeping the entire model frozen

Model Tuning suffers more from 
catastrophic forgetting

# train steps 5K 10K 30K 50K

Prompt

กําหนดเป้าหมาย
ของคุณ. แบ่งเป้า
หมายของคุณออก
เป็นเป้าหมายย่อยๆ. 
ตั้งเป้าหมายในทุกๆ 
วัน. ตั้งเป้าหมายใน
ระยะยาว.

กําหนดเป้าหมาย
ของคุณ. แบ่งเป้า
หมายของคุณเป็น
เป้าหมายย่อยๆ. 
ติดตามความ
ก้าวหน้าของคุณ. 
ถามตัวเองว่า “ฉัน
สามารถทําอะไรใน
วันนี้เพื่อบรรลุเป้า
หมายของฉัน? ฉัน
สามารถทําอะไรใน
อีก 3 สัปดาห์ข้าง
หน้าเพื่อบรรลุเป

Define your goal. 
Divide your goal 
into smaller goals. 
Keep track of your 
progress. Ask 
yourself what you 
can do today. Ask 
yourself what you 
can do in 3 weeks. 
Ask yourself what 
you can do in a 
year.

Establish a time 
frame for your 
goals. Divide your 
goals into smaller 
steps. Ask yourself 
what you can do 
today. Ask yourself 
what you can do in 
the next 3 weeks. 
Ask yourself what 
you can do in the n

Model

Set a time limit for 
your goal

Set a time limit for 
your goal

Be specific about 
your goals. Set 
benchmarks for 
yourself. Keep 
track of your 
progress. Ask 
yourself questions.

Be specific with 
your goals. Set 
benchmarks and 
routines to help you 
achieve your goals. 
Keep track of your 
progress. Ask 
yourself questions 
to help you stay on 
track

Bigger models are less 
prone to forget

Too much prompt capacity is harmful

Paradox of capacity: On the one hand, greater capacity 
helps to better learn the summarization task. On the other 
hand, the greater the capacity to learn from English data, 

the more the model forgets other languages.

Zero-shot inference on other languages than English is 
challenging for both methods. Interestingly, Prompt Tuning 

can provide large gains over Model Tuning.

Moving to larger model sizes mitigates catastrophic 
forgetting to a large extent.

Size Method
Thai

ROUGE Lang. Acc.

Base

Prompt 17.3 33.5
Prompt + MIX-UNSUP 20.9 76.9

Model 17.9 0.3
Model + MIX-UNSUP 25.2 56.8

XXL

Prompt 37.4 75.5
Prompt + MIX-UNSUP 37.4 74.0

Model 30.1 16.8
Model + MIX-UNSUP 32.4 32.4

MIX-UNSUP improves XGen capacities for Model Tuning. 
For Prompt Tuning, it provides a benefit where catastrophic 

forgetting is more severe.

Size Method
Thai

ROUGE Lang. Acc.

Base
Prompt 17.3 33.5

Prompt + MIX-UNSUP 20.9 76.9
Prompt + FP 17.9 0.3

XXL
Prompt 37.4 75.5

Prompt + MIX-UNSUP 37.4 74.0
Prompt + FP 36.9 80.8

FP are successful at improving target language 
accuracy in all conditions. However, this does not 

always translate to higher ROUGE. In settings where 
Prompt Tuning shows the most severe forgetting 

(e.g., at BASE size), FP provide large gains.

https://arxiv.org/pdf/2104.08691.pdf

