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/ Zero-shot cross-lingual generation \

(XGen)

__________________________________________________

Training time: Adapt a pretrained multilingual LM to English
summarization using prompt tuning or model tuning

English article: Mask the noise in your

ears by turning on background music or

other sounds You can use tapes or CDs
with “white noise” of the ocean, ...

English summary: Use calming
background sound to drown out
the noise. Listen to soothing
sounds as you fall asleep ...
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naanunauly.

{

| . . o a
: Thai article: nauldaveluylaatlaiwas
: us‘sLaw%mﬁmyssmmﬁﬂaalﬂ ami
. duviBaunu CD miu ...
I
|
|
|
|
\

Inference time: Apply the resulting LM to summarize articles
written in non-English languages (zero-shot cross-lingual)
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A model is required to learn a generative task from labeled

data in one language (i.e., English), and then perform the
Qqu/va/ent task in another language at inference t/'my
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Model Tuning suffers more from
catastrophic forgetting
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the next 3 weeks.
Ask yourself what
you can do in the n

can do in 3 weeks.
Ask yourself what
you can doin a
year.
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Set a time limit for iSet a time limit for
your goal your goal

Be specific about
your goals. Set
benchmarks for
yourself. Keep
track of your
progress. Ask
yourself questions.

Be specific with
your goals. Set
benchmarks and
routines to help you
achieve your goals.
Keep track of your
progress. Ask
yourself questions
to help you stay on

Model

Mixing in unlabeled multilingual
training data (MIX-UNSUP)

* 1% unsupervised training task (i.e., span
corruption) either from the target language
e 99% WikiLingua-0

Mitigating catastrophic forgetting

Factorized prompts (FP)
e explicitly factoring soft prompts into “task” and
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/Model Tuning vs. Prompt Tuning\
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Lester et al., 2021 (20K params each)
Model Tuning: fine-tunes the entire model on each task
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Prompt Tuning: learns only a small amount of additional
\parameters while keeping the entire model frozenJ
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Bigger models are less
prone to forget

100
= PROMPT (RU)
= MobEL (Ru)
3" 80 —— PROMPT (TH)
© - MobEL (TH)
=
)
S
60
Q
(@)
©
o
c 40
L
)
Q
N2 Lo
©
=
0 me==m===a=s= ¢
SMALL BASE LARGE XL XXL
Model size

\_
KI‘ 00 much prompt capacity is harmfum

50

Moving to larger model sizes mitigates catastrophic
forgetting to a large extent.

Factorized prompts

N

1) Train factorized prompts on all
language / task combinations

2) Train downstream task prompt
(keeping En sub-prompt frozen)
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Language Task

Sub-Prompts ~ Sub-Prompts — En | Summ example #1
En Summ example #2
(Y Y : p
En Task1 ! En | Summ example #3
Fr Task2 ‘e .
Vi Task3
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3) Swap language sub-prompts at

Factorized Prompt Training Batch inference time
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Vi Task2 example #1 : :

Fr Task1 example #2 : il ST example #1 :

En Task1 example #3 : il SUIT example #2 :

|

Fr Task3 example #4 : = ST example #3 [
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We learn recomposable language and task sub-prompts

“language” components that can be recombined
/ Mixing in unsupervised muItiIinguaN

in novel pairings during inference
data prevents catastrophic forgetting

Thai
Size Method
ROUGE Lang. Acc.
Prompt 17.3 33.5
Prompt + MIX-UNSUP 20.9 76.9
Base
Model 17.9 0.3
Model + MIX-UNSUP 25.2 56.8
Prompt 37.4 75.5
o~ Prompt + MIX-UNSUP 37.4 74.0
Model 30.1 16.8
Model + MIX-UNSUP 32.4 32.4

MIX-UNSUP improves XGen capacities for Model Tuning.
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Prompt Tuning is better than Model\
Tuning on larger language shifts!
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XXL

Zero-shot inference on other languages than English is

hallenging for both methods. Interestingly, Prompt Tuning
can provide large gains over Model Tuning. J
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Prompt length

Paradox of capacity: On the one hand, greater capacity
helps to better learn the summarization task. On the other

and, the greater the capacity to learn from English data,
the more the model forgets other languages.

Prompt Tuning

Qualitative Analysis
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Model Tuning

by training on all language / task combinations from a
\ set of unsupervised tasks covering all /anguages./

/ Factorized prompts are helpful for \

overcoming severe catastrophic forgetting

Size Method Tha
ROUGE Lang. Acc.

Prompt 17.3 33.5
Base Prompt + MIX-UNSUP 20.9 76.9
Prompt + FP 17.9 0.3
Prompt 37.4 79.5
XXL  Prompt + MIX-UNSUP 37.4 74.0
Prompt + FP 36.9 80.8

FP are successful at improving target language
accuracy in all conditions. However, this does not
always translate to higher ROUGE. In settings where

For Prompt Tuning, it provides a benefit where catastrophic

\ forgetting is more severe. J

(e.qg., at BASE size), FP provide large gains.

\ Prompt Tuning shows the most severe forgetting J
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lodng gidm v&i nwdce. Xit hén
hop [&n tham. Rac mudi n& 1én
mat tham. Lam kh6é tham. Nho

chuyén gia x ly.

Go to a sfe¥e. Do not try to loose the Id
on your own.

Apply gidm mixture 1&n tham. Sprinkle
mudi n& 1&n tham. Allow tham to dry. Use
quat to lam khé tham. Consider xtr ly
tham bi hw hai

Sample Hindi (top) and Vietnamese (bottom) predictions
of our XXL model tuned with Prompt and Model Tuning.
While the summaries are all understandable to a bilingual
speaker, Prompt Tuning tends to stay within the target
language, whereas Model Tuning is more prone to code
switching between English (red) and the target language.
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4+ a challenging benchmark for zero-shot cross-lingual
generation (XGen)

4+ increasing model scale and decreasing tunable
parameter capacity are key for overcoming
catastrophic forgetting

4+ methods for further mitigating catastrophic forgetting,
including mixing in unlabeled multilingual data and
factorized prompts

v LM-Adapted mT5 checkpoints
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