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Scaling up the model size has continued to push the 
boundaries of possibility
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Practical challenges: large-scale models are costly to share 
and serve

Lester et al., 2021

https://arxiv.org/pdf/2104.08691.pdf


Prompt Tuning becomes competitive with Model Tuning as 
model capacity increases



Room for improving Prompt Tuning

performance stability
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Our generic SPoT approach



Mixing datasets from different NLP benchmarks / task families



SPoT significantly improves 
performance and stability of
Prompt Tuning



SPoT helps close the gap with Model Tuning across model sizes



An apples-to-apples comparison to Multi-task Model Tuning
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A large-scale study on 
task transferability in the 
context of prompt tuning

 
26 NLP tasks


• 16 source tasks, 10 target tasks, 160 
source-target combinations of tasks

• covering various task types



Many tasks can benefit each other via prompt transfer



Our targeted SPoT approach



Measuring task similarity through prompts
Cosine Similarity of Average Tokens


• cosine similarity between the average pooled representations of the prompt 
tokens: 

Per-token Average Cosine Similarity


• average cosine similarity between every prompt token pair



Task embeddings 
capture 
task relationships



Correlation between 
task similarity & 
task transferability



Predicting transferability via similarity
Best of Top-k


• select the top-k source prompts and use each of them individually for the 
target prompt; this requires prompt tuning k times on the target task 

Top-k Weighted Average


• initialize the target prompt with a weighted average of the top-k source 
prompts so that we only perform prompt tuning on the target task once  

Top-k Multi-task Mixture


• mix source datasets whose prompts are in the top-k prompts and the target 
dataset together, and then perform source prompt tuning on this multi-task 
mixture



Retrieving targeted source tasks 
via task embeddings is helpful



Agenda

Prompt-based learning & Prompt Tuning

 
Improving Prompt Tuning through So2 Prompt Transfer


Predicting and Exploiting Transferability between Tasks via Task Prompts


Conclusion & Future Work 

Q & A



Conclusion

• We show that scale is not necessary for Prompt Tuning to match the performance of 
Model Tuning; our proposed SPOT approach matches or beats Model Tuning across 
all model sizes.

• We conduct a large-scale and systematic study on task transferability in the context of 
prompt tuning.

• We propose an efficient retrieval method that measures task embedding similarity to 
identify which tasks could benefit each other.

• We will release our library of task prompts and pre-trained models, and provide 
practical recommendations for adapting our library to NLP practitioners.



Future work

• Prompt-based Cross-lingual transfer

‣ soft prompts as language/task representations

‣ identify the most beneficial source languages/tasks for a given novel target task in 
a novel target language
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Thank you!


