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Conclusion
✦ We show that scale is not necessary for Prompt 

Tuning to match Model Tuning's performance; SPOT 
matches or beats Model Tuning across all model sizes.

✦ We conduct a large-scale and systematic study on 
task transferability in the context of prompt tuning.

✦ We propose an efficient retrieval method that 
measures task embedding similarity to identify which 
tasks could benefit each other.

✦ Our library of task prompts, pre-trained models, and 
practical recommendations are available at https://
github.com/google-research/prompt-tuning/tree/main/
prompt_tuning/spot.

Scaling up the model size has continued to push the 
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Pre-trained language models are costly to 
share and serve as model capacity increases

Lester et al., 2021
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Figure 2: Model tuning requires making a task-
specific copy of the entire pre-trained model for each
downstream task and inference must be performed in
separate batches. Prompt tuning only requires stor-
ing a small task-specific prompt for each task, and
enables mixed-task inference using the original pre-
trained model. With a T5 “XXL” model, each copy
of the tuned model requires 11 billion parameters. By
contrast, our tuned prompts would only require 20,480
parameters per task—a reduction of over five orders of
magnitude—assuming a prompt length of 5 tokens.

low fine-tuned T5-XXL (Raffel et al., 2020) (71.8
vs. 89.3) despite using 16 times more parameters.

Several efforts to automate prompt design have
been recently proposed. Shin et al. (2020) propose
a search algorithm over the discrete space of words,
guided by the downstream application training data.
While this technique outperforms manual prompt
design, there is still a gap relative to model tuning.

Li and Liang (2021) propose “prefix tuning”
and show strong results on generative tasks. This
method freezes the model parameters and back-
propagates the error during tuning to prefix ac-
tivations prepended to each layer in the encoder
stack, including the input layer. Hambardzumyan
et al. (2021) simplify this recipe by restricting the
trainable parameters to the input and output sub-
networks of a masked language model, and show
reasonable results on classifications tasks.

In this paper, we propose prompt tuning as a
further simplification for adapting language models.
We freeze the entire pre-trained model and only al-
low an additional k tunable tokens per downstream
task to be prepended to the input text. This “soft
prompt” is trained end-to-end and can condense
the signal from a full labeled dataset, allowing our
method to outperform few-shot prompts and close
the quality gap with model tuning (Figure 1). At
the same time, since a single pre-trained model is
recycled for all downstream tasks, we retain the ef-
ficient serving benefits of frozen models (Figure 2).

While we developed our method concurrently

with Li and Liang (2021) and Hambardzumyan
et al. (2021), we are the first to show that prompt
tuning alone (with no intermediate-layer prefixes or
task-specific output layers) is sufficient to be com-
petitive with model tuning. Through detailed ex-
periments in sections 2–3, we demonstrate that lan-
guage model capacity is a key ingredient for these
approaches to succeed. As Figure 1 shows, prompt
tuning becomes more competitive with scale.

We compare with similar approaches in Sec-
tion 4. Explicitly separating task-specific param-
eters from the “generalist” parameters needed for
general language-understanding has a range of ad-
ditional benefits. We show in Section 5 that by
capturing the task definition in the prompt while
keeping the generalist parameters fixed, we are able
to achieve better resilience to domain shifts. In Sec-
tion 6, we show that “prompt ensembling”, learn-
ing multiple prompts for the same task, can boost
quality and is more efficient than classic model en-
sembling. Finally, in Section 7, we investigate the
interpretability of our learned soft prompts. In sum,
our key contributions are:

1. Proposing prompt tuning and showing its com-
petitiveness with model tuning in the regime
of large language models.

2. Ablating many design choices, and showing
quality and robustness improve with scale.

3. Showing prompt tuning outperforms model
tuning on domain shift problems.

4. Proposing “prompt ensembling” and showing
its effectiveness.

2 Prompt Tuning

Following the “text-to-text” approach of T5 (Raffel
et al., 2020), we cast all tasks as text generation.
Instead of modeling classification as the probabil-
ity of an output class given some input, Pr(y|X),
where X is a series of tokens and y is a single class
label, we now model it as conditional generation,
where Y is a sequence of tokens that represent a
class label. T5 models classification as Pr✓(Y |X),
parameterized by the weights, ✓, of the transform-
ers (Vaswani et al., 2017) that make up its encoder
and decoder.

Prompting is the approach of adding extra in-
formation for the model to condition on during its
generation of Y . Normally, prompting is done
by prepending a series of tokens, P , to the in-
put X , such that the model maximizes the likeli-
hood of the correct Y , Pr✓(Y |[P ;X]), while keep-

Room for improving Prompt Tuning

performance stability

Prompt Tuning to the rescue... 
but there is still room for improvement!
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An apples-to-apples comparison to Multi-task Model Tuning

SPoT significantly improves 
performance and stability of
Prompt Tuning

SPoT improves Prompt Tuning's 
performance & stability

SPoT helps close the gap with 
Model Tuning across model sizes

With a score of 89.2 on SuperGLUE, SPoT is the  
first parameter-efficient approach that is competitive  

with methods that tune billions of parameters. 
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Figure 2: An illustration of our generic (left) and targeted (right) SPOT approaches. Left: We learn a single
generic source prompt on one or more source tasks, which is then used to initialize the prompt for each target task.
Right: We learn separate prompts for various source tasks, saving early checkpoints as task embeddings and best
checkpoints as source prompts. These form the keys and values of our prompt library. Given a novel target task,
a user: (i) computes a task embedding, (ii) retrieves an optimal source prompt, and (iii) trains a target prompt,
initialized from the source prompt (see §3 for details).

method that learns a small task-specific prompt (a
sequence of tunable tokens prepended to each ex-
ample) for each downstream task during adaptation
to condition the frozen language model to perform
the task. Strikingly, as model capacity increases,
PROMPTTUNING becomes competitive with MODEL-
TUNING, which fine-tunes the entire model on each
downstream task. Nevertheless, at smaller model
sizes (below 11B parameters), there are still large
gaps between PROMPTTUNING and MODELTUNING.

In this paper, we propose SPOT: Soft Prompt
Transfer, a novel transfer learning approach in the
context of prompt tuning. SPOT first trains a prompt
on one or more source tasks, and then uses the re-
sulting prompt to initialize the prompt for a target
(downstream) task. Our experiments show that
SPOT offers significant improvements over PROMPT-
TUNING across tasks and model sizes. For instance,
on the SUPERGLUE benchmark (Wang et al., 2019b),
we obtain +10.1 and +2.4 point average accuracy
improvements using the T5 BASE (220M parame-
ter) and T5 XXL (11B parameter) models (Raffel
et al., 2020), respectively. More importantly, SPOT
is competitive with or outperforms MODELTUNING

across all model sizes (see Figure 1).

Motivated by these results, we investigate trans-
ferability between tasks, through the lens of soft
task prompts. Our goal is to answer two questions:
(a) For a given target task, when does initializing
the prompt from a source task boost performance?
(b) Can we use task prompts to efficiently predict
which source tasks will transfer well onto a novel
target task? To answer (a), we conduct a system-
atic study of the T5 model using 26 NLP tasks in
160 combinations of source and target tasks. Our
results indicate that many tasks can benefit each

other via prompt transfer. To address (b), we inter-
pret the learned task prompts as task embeddings to
construct a semantic space of tasks and formalize
the similarity between tasks. We design an efficient
retrieval algorithm that measures task embedding
similarity, allowing practitioners to identify source
tasks that will likely yield positive transfer.

To summarize, our main contributions are:
(1) We propose SPOT, a novel prompt-based trans-
fer learning approach, and show that scale is not
necessary for PROMPTTUNING to match the perfor-
mance of MODELTUNING; on SUPERGLUE, SPOT
matches or beats MODELTUNING across all model
sizes. (2) We conduct a large-scale and systematic
study on task transferability, demonstrating con-
ditions under which tasks can benefit each other
via prompt transfer. (3) We propose an efficient re-
trieval method that interprets task prompts as task
embeddings to construct a semantic space of tasks,
and measures task embedding similarity to identify
which tasks could benefit each other. (4) To fa-
cilitate future work on prompt-based learning, we
will release our library of task prompts and pre-
trained models, and provide practical recommenda-
tions for adapting our library to NLP practitioners
at https://github.com/google-research/

prompt-tuning/tree/main/prompt_tuning/

spot.

2 Improving PROMPTTUNING with SPOT

To improve performance of PROMPTTUNING on a
target task, SPOT introduces source prompt tuning,
an intermediate training stage between language
model pre-training and target prompt tuning (Fig-
ure 2, left), to learn a prompt on one or more source
tasks (while still keeping the base model frozen),

We learn a single generic source prompt on one  
or more source tasks, which is then used to initialize  

the prompt for each target task. 

A large-scale study on prompt transferability with  
26 NLP tasks (16 source tasks, 10 target tasks,  

160 source-target combinations).

An apples-to-apples comparison to Multi-task Model Tuning

Figure 3: A heatmap of our task transferability results.
Each cell shows the relative error reduction on the tar-
get task of the transferred prompt from the associated
source task (row) to the associated target task (column).

To limit computational costs, we use T5 BASE in
all of our task transferability experiments. We per-
form 262,144 prompt tuning steps on each source
task. The prompt checkpoint with the highest
source task validation performance is selected to
initialize prompts for different target tasks. Since
the target datasets are small, we only perform 100K
prompt tuning steps on each target task. We repeat
each experiment three times with different random
seeds. Other training details match §2.1.4.

Tasks can benefit each other via prompt trans-
fer: Figure 3 shows a heatmap of our results (see
Appendix E for full results). In many cases, prompt
transfer provides a significant gain on the target
task. The transfer MNLI ! CB yields the largest
relative error reduction of 58.9% (from an average
score of 92.7 to 97.0), followed by MNLI ! COPA
(29.1%) and RECORD ! WSC (20.0%). Using the
best source prompt (out of 48) for each target task
dramatically improves the average score across 10
target tasks from 74.7 to 80.7. Overall, our results
show effective transfer from large source tasks that
involve high-level reasoning about semantic rela-
tionships among sentences (e.g., MNLI), or when
the source and target tasks are similar (e.g., CXC !
STS-B). Interestingly, positive transfer can occur
between relatively dissimilar tasks (e.g., RECORD
! WSC, SQUAD ! MRPC, CXC ! WIC).12

3.2 Defining task similarity through prompts
Since only prompt parameters are updated dur-
ing prompt tuning on specific tasks, the learned
prompts likely encode task-specific knowledge.
This suggests that they could be used to reason

word sense disambiguation, and coreference resolution.
12Table 7 in Appendix E contains more cases.

Figure 4: A clustered heatmap of cosine similarities
between the task embeddings of the 26 NLP tasks we
study. Our prompt-based task embeddings capture task
relationships: similar tasks cluster together.

about the nature of tasks and their relationships. To
test this idea, we interpret task prompts as task em-
beddings and construct a semantic space of tasks.
More concretely, we define a task’s embedding as
the prompt checkpoint after training for 10K steps
on that task.13 Note that using early checkpoints
allows for quick computation of task embeddings
for novel target tasks. We estimate the similarity
between two tasks t1, t2 by measuring the similar-
ity between their corresponding task embeddings
e1, e2, using the following metrics:

COSINE SIMILARITY OF AVERAGE TOKENS: We
compute the cosine similarity between the average
pooled representations of the prompt tokens:

sim(t1, t2) = cos(
1

L
X

i

e1i ,
1

L
X

j

e2j ),

where e1i , e
2
j denote the respective prompt tokens

of e1, e2, and cos denotes the cosine similarity.

PER-TOKEN AVERAGE COSINE SIMILARITY: We
compute the average cosine similarity between ev-
ery prompt token pair (e1i , e

2
j ):

sim(t1, t2) =
1

L2

X

i

X

j

cos(e1i , e
2
j ).

13Our preliminary experiments with other checkpoint al-
ternatives (in the range 1K to 100K) yielded worse perfor-
mance. We also found that measuring task similarity using
task embeddings derived from a fixed prompt checkpoint (10K
steps) gave better results than those derived from the best-
performing prompt checkpoint per task. This suggests that
prompts trained for a differing number of steps may be less
directly comparable than those trained for the same length.

Correlation between 
task similarity & 
task transferability
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Many tasks benefit each other 

via prompt transfer
Task prompts 

capture task relationships
Correlation between task prompt 
similarity & task transferability

Retrieving targeted source tasks 
via task embeddings is helpful

Our targeted SPoT approach

Our targeted SPoT approach

We learn separate prompts for various source tasks, 
saving early checkpoints as task embeddings and best 

checkpoints as source prompts. These form the keys and 
values of our prompt library. Given a novel target task, a 

user: (i) computes a task embedding, (ii) retrieves an 
optimal source prompt, and (iii) trains a target prompt, 

initialized from the source prompt.

Retrieving targeted source tasks 
via task embeddings is helpful

Task embeddings provide an effective means of 
predicting and exploiting task transferability, eliminating 

69% of the source task search space while keeping  
90% of the best-case quality gain.

✦  Brian Lester, Rami Al-Rfou, and Noah Constant. 2021. The power of scale for parameter-efficient 
prompt tuning. In EMNLP 2021, pages 3045–3059.
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