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Let's go back to our chain example. Suppose we want to compute p(z4)? Which
variables should we eliminate, and in what order?
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What if we want to compute p(z3)? Which variables should we eliminate, and in what
order?
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E <. . When doing “leaf-first” variable glimination to compute any marginal p(z;), there are
b (cminete . X ) :
@ (8 C a5 ® e only 6 different intermediate facgors
: ? 9, \K X - l dh
G o s @ 1y Be X«; ov mM1-2,M2-53,M3—4, M43, M35, M2—1 "
Y,
Let's call m;_,; the “message” from j to i. Y
m @\.3 % _&i Xl ) \‘V)Y\ qu
1Ay 3 @ We can compute Z by “collecting” messages at any node: @Vh
3=
CD‘L P Cpq X’-l_, '\/\// x). {
b Z=Y ¢i(xi) [[ mjmi(x)
W‘:t——“ﬁ Xs -/?i@ o jenb() W\—n@ m‘l—?B
«Q
@5 Py The general formula for a marginal is similar, but we omit the final summation and
normalize:
1
W54 (K3) My p(xi) = E@'(Ii) I misi()
3 jenb(7)
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The messages satisfy recurrences, e.g. Da Moy | M3 oo M0y Mapigy
M3 (S5 /-@
Mamss(zs) = Zm1—>2($2)¢2(ﬂ€2)¢23($2»$3) Ps Py » Initialize mo—1(21) = 1, mpi1n(2n) = 1. < b @ N
. m- . . ——< L) o
o2 » Fori=2ton e 4,L cf ‘
-t (
) () = . ) ) ) ) (s ) P
The message m;_1-;(z;) sums out all variables from the product of all factors “to the > Let mi—1i(zi) = Zﬂh—‘ Mi-2si-1(Tim1)@im1 (i1 bim1,i(Tio1, 71) T
left” of z; » Fori=n—1down to 1 91
'ILhe mt;s?’age m;+1—i(x;) has a similar recurrence, and sums out variables/factors “to > Let migioil@i) = Doy Mivamint (Bir1) G (Fi01) D141 (26, Ti11)
the right”.
& » Compute each unnormalized marginal as p(z;) = mi_1-i(z;)Pi(x:)mit1-i(2s)
Using the recurrences, we can compute all messages, and therefore all marginals in two . C te Z =, pla:) f . i h inal: p(a:) = 1 ()
passes through the chain, one in each direction. ompute 2 = 2, pl&y) Tor any @, ant\pormalize €ach marginal: p\ti) = zp\Ti
m(-l—ﬁ@ Meeral
(
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» Correct formula for a pairwise marginal p(x;, z;11)?
43\3 » Variable elimination can compute marginals and Z exponentially faster than
"y @ @ W“MB direct summation for nice enough graphs (e.g. chains, trees)
(ot
o s > Naively, to compute all single-node marginals you would have to run variable
( | ( elimination n times, once per node (but this would repeat work)
P (% x) = = *® < % (%5) X\)
s 2 a2 (%) b ) Paa(¥0,%5) $5(3) Rk Sl » Message passing can compute all the marginals for the same cost as running
& e variable elimination twice, so is a factor of =~ n/2 faster than naive variable
. liminati
V"g—mi@ Reer) Mieeni elimination
b bie > (Message passing is nice, but you could say variable elimination did the heavy
n lifting.)
e (%, Yew) = = Wi (%) @:(*23 O e (%, %) P4, Mcarne (%)
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M Passi in T A more general version of message passing works for any tree-structured MRF, that is,
€ssage assing in [rees an MRF of the following form where G = (V, E) is a tree:
& ¢, p(x) =[] di(z) [ oui(wi,zy).
@ = eV (i.J)€E
¢/l;\ 477"3
3
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Message passing can be derived from variable elimination. Take z; as the root and By similar reasoning, the pairwise marginal for (i,7) € F is
eliminate variables from leaf to root. We get 1
' ' p(wi 25) = i@ b (@i, 25)d5(x;) [T musile) JT mesi()
Z=7 ¢i(z:) [I mjsilzi) kenb(i)\j Cenb()\s
i jenb(i)
1
i) = —oi(x:) I mjmiw)
jenb(z) 4,‘; Cb @5
. . . . )
The “message” m;_,;(x;) is the result of summing out all factors and variables in the K¢ K
subtree T rooted at x,. { m
J J @@‘ Me¢ 2
W5
r-rg (.
© g
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Message-Passing
H M (z;) Importantly, the message from j to ¢ doesn't depend on which particular node is the
N
kenb()\i I root. There are only 2(n — 1) total messages and we can compute them all in two
passes through the tree.
Say that j is ready to send to i if j has received messages from all k € nb(j) \ i.
Message passing: while any node j is ready to send to ¢, compute m;_,; using
recurrence from previous slide.
This algorithm is described asynchronsously (“ready-to-send"), but in practice: pass
messages from leaves to root of tree and back.
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Recurrence for Messages
The messages satisfy the following recurrence
mjsi(xi) = Y ¢(w) i (@i, z5)

zj
This can be understood by expanding the summation over T} to group factors for

subtrees rooted at each child of x;, that is, for each node k € nb(j) \ 4.
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mjsi(w) =Y ¢(x) (i e;) [ misji(e)  recuecene
Tj kenb(j)\i
Z = Z¢z 1'1) H Mj—i 1'1) Z—
jEnb(4) . i
ple) = Zoutes) TT myila) stngle wavgim]
jEnb(4)

I mesi(@)

kenb(i)\j

I mej@) (Gj)ekE
Cenb(i)\i

p(xi, x5) = %@(%i)@j(%mg‘)%(%)
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» Message-passing computes all single and pairwise marginals at roughly 2x cost of
variable elimination

» |t is restricted to pairwise MRFs and trees, but can be extended in some ways

» For exactly answering one query in any MRF, variable elimination is faster than
message passing Z/ 9()<3)

» For exactly answering a set of marginal queries, variable elimination usually takes at
most a factor of O(n) more time 1

PC\(,)J s p(‘)‘n)
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» What if the MRF has factors on more than two variables? (keyword: factor graphs)
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» What if the MRF is not tree-structured, i.e., G has cycles?
» Answer 1: group nodes (keyword: clique trees or junction trees)
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» What if the MRF is not tree-structured, i.e., G has cycles?

Discussion and Extensions
0008

» Answer 2: use message-passing as a fixed-point iteration (keyword: loopy belief

propagation)
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