
(Un)fairness in ML
• ML algorithms increasingly used to make decisions about 

people


• Can lead to unfairness! (Related: privacy, transparency, diversity in 
ML, safe AI, future of work, ethics in ML/AI)


• Today: examples and discussion.  
Issues that arise. How? What to do?


• Mostly questions, not answers


• Slides credit: Alexandra Meliou, Gerome Miklau

Algorithms as 
pinnacle of fairness?



algorithms can exacerbate societal biases

automatic captions

algorithms don’t provide the same service to all

Rachael Tatman, "Gender and Dialect Bias in YouTube's Automatic Captions" in 2017 Workshop on Ethics in Natural Language Processing


automatic captions

algorithms don’t provide the same service to all

algorithms don’t provide the same service to all

Joy Buolamwini  
https://www.ted.com/talks/joy_buolamwini_how_i_m_fighting_bias_in_algorithms
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Staples online pricing
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lower prices offered to buyers who live in more affluent neighborhoods



Any many more 
examples…

How does this 
happen?

“Social Mirror”

• “Social Mirror” = biased training data 

• Replicate biased judgments of people


• Thought experiment: college admissions


• Discover preexisting patterns of exclusion / inequality


• Google translate

Sample size disparity

• more data —> lower error


• less data —> more error


• “by definition that there is 
always proportionately less 
data available about minorities”


• different error rates among 
groups


• what does it mean to “be 95% 
accurate”?

Example: faces

• Labeled faces in the wild: “more than 13,000 images of faces 
collected from the web”


• Who appears on the web


• Long-term effects of data / responsible use

http://vis-www.cs.umass.edu/lfw/devTrain.html



Technical Example: 
Gaussian Mixture Models Cultural Differences

• Social network: is username fake? 
Majority: names short, common 
Minority: names long, rare

• Minority patterns may be overwhelmed by majority

Possible Solutions?
• Learn a separate classifiers for each group?  

Thorny issues: how to define minority groups?  
Now taking explicit action on protected attribute.


• Learn one classifier? Increased complexity 

What can we do?
• Legal notions


• Regulated domains: credit, education, housing, employment, etc. 
(includes marketing, advertising)


• Protected classes: race, color, sex, religion, national origin, citizenship, age, 
disability, …


• Disparate treatment: formal or intentional


• Disparate impact: unjustified or avoidable


• Try to design ML systems to be fair


• Easier said than done. Fairness is domain-specific. Pitfalls in simple approaches.


• Nascent field of research

Example: Proxies
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The evils of discrimination

Disparate treatment is the illegal 
practice of treating an entity, such as a 
creditor or employer, differently based on 
a protected characteristic such as race, 
gender, age, religion, sexual orientation, 
or national origin. 

Disparate impact is the result of 
systematic disparate treatment, where 
disproportionate adverse impact is 
observed on members of a protected 
class.
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http://www.allenovery.com/publications/en-
gb/Pages/Protected-characteristics-and-the-

perception-reality-gap.aspx
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Outcomes
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Positive Outcomes Negative Outcomes

offered employment denied employment

accepted to school rejected from school

offered a loan denied a loan

offered a discount not offered a discount

Consider a vendor assigning positive or negative  
outcomes to individuals.
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Assigning outcomes to populations
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Fairness is concerned with how outcomes are 
assigned to a population

Population

◦ ◦
◦

◦
◦

◦

◦
◦

◦ ◦ ◦ ◦
◦

◦
◦

◦

◦
◦

◦ ◦⊕

⊕

⊕

⊕

⊖

⊖
⊖ ⊖

⊖
⊖

Assignments
Individual with

negative outcome
Individual with

positive outcome

40% of the population

positive outcomes
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Sub-populations may be treated differently
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Sub-population: those with red hair 
(under the same assignment of outcomes)

hair 
color

red

not
red

⊕ ⊖
⊖ ⊖

⊕
⊕⊖

⊖

⊖

⊕

40% of the whole population

20%  
of red  
haired

60%  
of not red  

haired

positive
outcomes

statistical
parity
fails

}
disparate
impact 
on red-haired
people
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Enforcing statistical parity
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Outcomes swapped

hair 
color

red

not
red

⊕ ⊖
⊖

⊕

⊕

⊖

⊖

⊖

⊕

40% of the whole population

40%  
of red  
haired

40%  
of not red  

haired

positive
outcomes

⊖

Statistical parity (aka group fairness) 
demographics of the individuals receiving any outcome are the same 

as demographics of the underlying population
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Redundant encoding
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hair length
long not long

hair 
color

red

not
red

⊕
⊖
⊖⊖

⊕
⊕ ⊖

⊖

⊖

⊕

positive
outcomes

20%  
of red  
haired

60%  
of not red  

haired

Now consider the assignments under both 
 hair color (protected) and hair length (innocuous)

Deniability
The vendor has adversely impacted red-haired people, but claims that 

outcomes are assigned according to hair length. 
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Blinding does not imply fairness

16

hair length
long not long

hair 
color

red

not
red

⊕
⊖
⊖⊖

⊕
⊕ ⊖

⊖

⊖

⊕

positive
outcomes

20%  
of red  
haired

60%  
of not red  

haired

Removing hair color from the vendor’s assignment 
process does not prevent discrimination

Assessing disparate impact
Discrimination is assessed by the effect on the protected sub-

population, not by the input or by the process that lead to the effect.
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Redundant encoding
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zip code
10025 10027

race

black

white

20%  
of black  

60%  
of white

Let’s replace hair color with race (protected),  
hair length with zip code (innocuous)

⊕
⊖
⊖⊖

⊕
⊕ ⊖

⊖

⊖

⊕

positive
outcomes
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The evils of discrimination

Substituting hair color (protected) with 
hair length (innocuous) or race 
(protected)  with zip code (innocuous) 
are examples of redundant encoding. 

Redlining is the practice of arbitrarily 
denying or limiting financial services to 
specific neighborhoods, generally 
because its residents are people of 
color or are poor.   
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Discrimination may be unintended
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rival store proximity
close far

low

high

⊕
⊖
⊖⊖

⊕
⊕ ⊖

⊖

⊖

⊕

positive 
outcomes

20%  
of low income  

60%  
of high income

Staples website estimated user’s location, offering discounts to those 
near rival stores, leading to discrimination w.r.t. to average income.

in
co

m
e

Discrimination
Whether intentional or not, discrimination is unethical  

and, in many countries, illegal.

Many Other Issues

• Transparency


• Privacy


• Safe AI


• Future of work


• Ethics in big tech: your role


