Fast, Realistic Lighting and Material Design using Nonlinear Cut Approximation

Abstract

We present an interactive rendering system for realistic lighting and material design under complex illumination with arbitrary BRDFs. Our system smoothly integrates accurate all-frequency relighting of shadows and reflections with dynamic per-pixel shading effects such as bump mapping and spatially varying BRDFs. This combination of capabilities is typically missing in current systems. We build upon a clustered piecewise constant representation called cuts to accurately approximate both the illumination and precomputed visibility as nonlinear sparse vectors. Our key contribution is an efficient algorithm for merging multiple cuts in a single linear traversal. We use this algorithm to simultaneously interpolate visibility cuts at each pixel, and to compute the triple product integral of the illumination, interpolated visibility, and dynamic BRDF samples. The theoretical error bound of this approach can be proved using statistical interpretations of cuts. Our algorithm extends naturally to computation with many cuts; moreover, it maps easily to modern GPUs, resulting in a significant performance speedup over existing methods based on nonlinear wavelet approximations. Finally, we present a two-pass, data-driven approach that exploits pilot visibility samples to optimize the construction of the light tree, leading to more efficient cuts and reduced datasets.

Keywords: Relighting, precomputed light transport, clustering, cuts, BRDF editing, per-pixel shading, global illumination

1 Introduction

Realistic image synthesis requires incorporating scalable illumination, intricate shadowing, and finely detailed materials. This often prevents users from receiving real-time feedback on lighting and material changes due to expensive simulation costs. For instance, final-quality rendering often requires hours to complete one frame, significantly hampering user productivity.

Previous work [Sloan et al. 2002; Ng et al. 2003] has shown that expensive rendering costs can be amortized by precomputing illumination transport data for a static scene in exchange for real-time frame rates. Early prototypes require fixing material properties to avoid high sampling rates and rendering costs. Subsequent work, such as [Ng et al. 2004], permits dynamically selecting materials, but only supports a small set of BRDFs due to the significant pre-processing cost for each BRDF. Most recent advances in material editing [Ben-Artzi et al. 2006; Sun et al. 2007] have provided techniques for fast feedback upon BRDF changes. However, they make substantial assumptions that require either fixing the lighting and viewpoint or representing arbitrary BRDFs with a small set of linear bases. Moreover, dynamic control of meso-scale surface details is generally missing in such systems, due to the lack of per-pixel shading.

We present an interactive system that supports accurate, realistic lighting and material design with dynamic per-pixel shading effects. Figure 1 shows several examples captured in real-time. Our system is built with the following principles in mind:

- Fully dynamic control of lighting, viewpoint, and BRDFs;
- Per-pixel shading details using bump mapping and spatially varying BRDF parameters, all of which can be modified interactively with no precomputation required;
- Accurate soft shadows and reflections at all frequency scales;
- No precomputed BRDF data or BRDF linear basis set;
- Flexible illumination sources.

Although prior work has shown subsets of the above features, the complete set is typically missing in existing systems. Our basic assumption is that scene geometry is fixed, thus visibility can be precomputed and exploited on the fly. We also assume that complex illumination can be approximated by many point lights, as suggested by recent work [Walter et al. 2005; Walter et al. 2006].

For accurate rendering, we exploit a clustered piecewise constant representation called cuts [Walter et al. 2005; Akerlund et al. 2007] to efficiently approximate both the illumination and precomputed visibility functions as nonlinear sparse vectors. To achieve per-pixel shading, we interpolate visibility vectors for each pixel, then evaluate the view-dependent shading results by integrating the lighting, interpolated visibility, and dynamically computed BRDF samples. We use a deep deferred shading buffer to store all relevant shading parameters. This allows us to dynamically control meso-scale surface shading details by enabling bump mapping and spatially varying BRDF parameters.
While cuts have been shown to be accurate and flexible, no prior work has studied efficient algorithms for computation involving many cuts, such as linear interpolation and multi-product integrals. These are at the core of achieving our aforementioned goals. As the primary contribution of this work, we present an efficient GPU-friendly algorithm for computing sums and multi-product integrals of cuts in a single linear traversal. We use this algorithm to interpolate visibility cuts for each pixel in a fragment shader, while simultaneously computing their integrals with the illumination cut and dynamic BRDF samples.

Our algorithm extends trivially to computation with many cuts. We show in Section 3 that the accuracy of such computation is guaranteed if we can bound the approximation error of each individual cut node. Moreover, the algorithm maps easily to modern GPUs with dynamic branching. The combination of algorithmic and hardware developments lead to an order of magnitude speedup over existing methods based on wavelets.

Finally, we present an two-pass, data-driven approach that exploits subsampled visibility data to optimize the illumination clustering schemes. This proves to be effective at improving the efficiency of cuts, and reduces the overall data size by an average of 20–30%.

2 Related Work

Illumination from many lights. Efficient rendering from a large number of light sources has always been a central challenge in graphics.Debevec et al. [1998] show that using detailed environment lighting enables photorealistic rendering effects; most global illumination problems such as indirect lighting are fundamentally problems involving many lights. Standard algorithms entail a linear cost with increased number of lights. To reduce this cost, several methods [Ward 1994; Shirley et al. 1996; Paquette et al. 1998] have been introduced to intelligently pick important lights and save computation on unimportant ones; [Wald et al. 2003; Agarwal et al. 2003; Debevec 2005; Clarberg et al. 2005] create importance-based illumination sampling schemes or cluster many lights into a small set of representative lights. Recently, Walter et al. [2005] introduced Lightcuts – a highly efficient, scalable solution for handling many lights using a hierarchical algorithm. These techniques typically rely on offline renderers to sample visibility and achieve high quality. The matrix row-column sampling algorithm by [Hašan et al. 2007] exploits the GPU to quickly sample and cluster many lights, improving speed to a few seconds per frame. In contrast, our method aims at exploiting precomputed visibility to support real-time lighting and material changes.

There is a large body of recent work on GPU-based global illumination, such as [Nijasure et al. 2005; Gautron et al. 2005; Laine et al. 2007; Dachsbacher et al. 2007]. These techniques use the GPU for real-time visibility sampling, but typically at the cost of reduced quality.

Precomputed light transport. PRT [Sloan et al. 2002; Ng et al. 2003] amortizes expensive rendering costs with many lights by precomputing illumination transport data for a static scene in exchange for real-time frame rates. A comprehensive overview of current PRT techniques can be found in [Lehtinen 2007]. Early work presented in [Kautz et al. 2002; Lehtinen and Kautz 2003; Liu et al. 2004; Wang et al. 2004] focuses on illumination from distant environment lighting or mid-range illumination [Sloan et al. 2002; Annen et al. 2004]. They take dense illumination samples, then exploit standard bases such as spherical harmonics (SH), Haar wavelets, or radial basis functions (RBFs) to compress light transport data and reduce rendering costs. A drawback of these bases is that they are difficult to apply to arbitrary, unstructured illumination samples, as in the case of local indirect lighting. This often limits the technique to parameterized scene models [Kontkanen et al. 2006]. A recent work by Hašan et al. [2006] introduced a scheme to hierarchically cluster a group of lighting samples into a quad-tree, which can then be compressed directly using wavelets. Most recently, Akerlund et al. [2007] presented precomputed visibility cuts, a technique inspired by Lightcuts, for accurate, piecewise constant approximation of arbitrary lighting samples. This approach has the additional advantage of incorporating BRDF samples computed on the fly, thus permitting fully dynamic material editing.

Our method builds upon this general representation using cuts. We note that clustering of illumination samples is hardly a new idea: it has been used frequently in previous work, notably in radiosity algorithms [Hanrahan et al. 1991; Drettakis and Sillion 1997; Gortler et al. 1993]. However, our main interest is in efficient algorithms for computing interactions between many cuts which are also GPU-friendly. To our knowledge this is the first study on such topic. Two related works are the wavelet triple product integral by Ng et al. [2004] and the generalized version by Sun et al. [2006]. However, wavelets impose significant limitations on handling local lighting and dynamic BRDFs; in addition, the multi-product wavelet integral algorithm is expensive to map to the GPU, and hasn’t been shown in fully interactive rates.

BRDF shading and editing. Realistic BRDF shading under large-scale illumination has been thoroughly studied. Environment mapping [Cabral et al. 1999; Ramamoorthi and Hanrahan 2002] is one popular technique that assumes no shadowing effects; early work in PRT incorporates realistic shadows but requires fixing material properties. By adopting a factored representation that decouples materials from scene definition, Ng et al. [2004] enable dynamic selection of BRDFs, but they only support a small selection of materials as expensive preprocessing is required for each BRDF. In general, these systems focus more on the capability of relighting under rich illumination but do not provide online modification of arbitrary BRDFs.

Colbert et al. [2006] developed BRDFShop – an intuitive BRDF editing interface; Lawrence et al. [2004] introduced the inverse shade tree for non-parametric BRDF editing; Kautz et al. [2007] presented an interactive editing system for bidirectional texture functions (BTFs). Most recently, advances in BRDF editing [Ben-Artzi et al. 2006; Ben-Artzi et al. 2007; Sun et al. 2007] have enabled real-time BRDF changes under large-scale illumination; but due to the high cost in sampling view-dependent effects, they typically make substantial assumptions that require fixing the lighting and view, or require representing general BRDFs with a small linear basis set. Both of these are assumptions we try to avoid. In addition, due to the lack of per-pixel shading support, they ignore important meso-scale surface details provided by bump maps, spatially varying BRDFs or bidirectional texture functions. A recent work by [Kontkanen et al. 2007] precomputes visibility data (stored in shadow maps) and casts dynamic BRDF samples to simulate complex reflections. While conceptually similar to ours, their system is unsuitable for large-scale illumination, requiring several seconds to converge.

Sloan et al. [Sloan et al. 2003] introduced bi-scale radiance to incorporate BTFs in low-frequency PRT: a macro-scale that smoothly interpolates global effects (e.g. shadows), and a meso-scale that provides local shading details using texture functions. Their system is limited to low-frequency transport effects, and requires preprocessing of texture functions. Our approach is similar to theirs in spirit, but we handle all-frequency transport effects efficiently throughout our system; in addition, we permit fully dynamic material changes with no preprocessing of BRDF data.
3 Algorithm Overview

Assumptions. Similar to previous work, we make the following assumptions: 1) scene geometry is fixed; 2) illumination can be modeled as many diffuse point lights (this includes distant lights); 3) we only consider one bounce of illumination directly from the lighting samples. The second assumption means we do not handle glossy to glossy transfer paths.

3.1 Mathematical Framework

Given a set of point lights \( \mathcal{S} \), the radiance \( B \) caused by one-bounce illumination from \( \mathcal{S} \) to a surface point \( x_o \) in view direction \( \omega \) is:

\[
B(x_o, \omega) = \sum_{s} L(x_s) f_r(x_s \rightarrow x_o, \omega) V(x_s) G(x_s) \cos \theta_l \tag{1}
\]

where \( x_s \in \mathcal{S} \) is an illumination sample, \( L \) is the source radiance, \( f_r \) is the BRDF, \( V \) is the binary visibility function, and \( G \) is a geometric term—the differential solid angle subtended by \( x_s \). To simplify the notation, we combine the cosine term into \( f_r \), and combine \( G \) into \( V \). We then focus on a fixed surface point at a fixed viewing angle, thus obtaining the simple form:

\[
B = \sum_{s} L(x_s) f_r(x_s) V(x_s) \tag{2}
\]

As \( \mathcal{S} \) contains a large number of points, directly evaluating this integral is impractical. A large body of previous work has studied the use of bases such as Haar wavelets and spherical harmonics to approximate each term and reduce the computational cost to be sublinear in the number of lights. However, these approaches are limited to distant environment lighting and require precomputing BRDF data. Refer to [Ng et al. 2004] for a comprehensive study of these approaches.

Representation using Cuts. Recently Akerlund et al. [2007] presented an alternative representation called cuts for accurate approximation in large-scale illumination problems. Cuts nonlinearly approximate the precomputed visibility function \( V \) as a piecewise constant function: assume that we can partition the whole set \( \mathcal{S} \) into a small number of clusters \( \mathcal{C}_k \), such that \( V \) is coherent within each \( \mathcal{C}_k \) and can thus be approximated by the mean cluster value:

\[
\langle v_k \rangle = \frac{1}{|\mathcal{C}_k|} \sum_{x_i \in \mathcal{C}_k} V(x_i), \quad x_i \in \mathcal{C}_k \tag{3}
\]

where \( \langle \cdot \rangle \) denotes the mean, and \( |\mathcal{C}_k| \) denotes the number of cluster samples. In addition, the center of cluster (the mean position of samples) \( (x_c) = \frac{1}{|\mathcal{C}_k|} \sum_{x_i \in \mathcal{C}_k} x_i \) can be used as a representative direction to sample dynamic BRDFs, assuming that the BRDF changes smoothly. In order to efficiently compute the cluster values, a global light tree is constructed which hierarchically partitions lighting samples. The light tree is a binary tree where the leaf nodes represent individual lighting samples and the interior nodes represent clusters. A cut through the tree is selected to represent a partitioning of lighting samples into disjoint sets of clusters. Figure 2 shows an example. Cuts are selected in order to minimize both error and cut size. In [Akerlund et al. 2007], visibility functions are preprocessed using cuts, which are called precomputed visibility cuts; the rendering algorithm then takes one sample for \( L \) and \( f_r \) per visibility cluster, and computes the illumination integral by summing up the contribution from all clusters. This approach creates clusters based entirely on visibility and does not account for potential errors in the illumination and BRDF. Moreover, as in most other PRT systems, they are restricted to per-vertex lighting, disabling important per-pixel shading effects.

In general we can use cuts to approximate arbitrary functions up to some predefined accuracy. For example, we can create an illumination cut for \( L \), and similarly, BRDF cuts for \( f_r \). The question is how to efficiently combine these cuts and use them to quickly evaluate Eq. 2. As presented in the next section, a simple algorithm exists to quickly evaluate the triple product integral of the three cuts; in addition, the same algorithm can simultaneously interpolate several cuts, making it possible to enable per-pixel lighting by interpolating visibility cuts at each pixel. The result of this computation is effectively a new, merged cut that combines the subclusters from all source cuts. With the merged cut, Eq. 2 becomes:

\[
B = \sum_k |\mathcal{C}_k| \langle \langle v_k \rangle \rangle \langle f_r \rangle (x_c) \tag{4}
\]

where \( \langle \langle \cdot \rangle \rangle \) denotes a new cluster on the merged cut and \( \langle \langle \cdot \rangle \rangle \), \( \langle v_k \rangle \), \( \langle f_r \rangle \) are the cluster means of \( L \), \( f_r \) and \( V \). Because the merged cut retains the accuracy in each source cut, the result of this approximation has guaranteed error bound. In Section 4 we show a theoretical analysis of this error bound.

Unfortunately computing cuts for the BRDF is impractical as it involves significant preprocessing that prevents us from modifying them dynamically. Therefore, in practice we never compute BRDF cuts, but instead evaluate BRDFs dynamically using each cluster’s center direction. This effectively changes the computation to:

\[
B = \sum_k |\mathcal{C}_k| \langle \langle v_k \rangle \rangle \langle f_r \rangle (x_c) \tag{5}
\]

We will return to this issue in Section 4. For now assume that a BRDF cut does exist, and the following algorithm and theoretical analysis remain valid for the most general case.

3.2 Efficient Algorithm for Merging Cuts

Properties of Cuts. We first define some notations to simplify the discussion. As shown in Figure 2, each tree node on the light tree is indexed by its postorder traversal index (the center number); it also stores the index to its leftmost child leaf (the lower-left number). A cut (colored lines) represents a partitioning of the leaves into clusters. Two cuts can be merged into a new cut.

![Figure 2: A light tree and two example cuts. Leaf nodes are individual light samples and interior nodes are clusters. Each tree node is indexed by the postorder traversal index (the center number); it also stores the index to its leftmost child leaf (the lower-left number). A cut (colored lines) represents a partitioning of the leaves into clusters. Two cuts can be merged into a new cut.](image)

Algorithm for Merging Cuts. Our goal is to efficiently compute sums and product integrals of several cuts. From Figure 3, it is easy...
Algorithm for selecting a cut. Our cut selection algorithm is similar to [Akerlund et al. 2007]. We first sample a function (e.g. the visibility \( V \)) at the leaf nodes of the light tree; these values are then clustered and propagated to all the interior nodes. At each node we store the cluster mean \( \langle v_k \rangle \), along with the cluster variance \( \text{var}(v_k) \), which represents the average \( L^2 \) approximation error caused by substituting the entire cluster with the mean. To select a cut, we start with a trivial cut that contains only the root node, then progressively subdivide it. At each subdivision step we choose the node from the current cut with the highest error and replace it with its two children nodes. This refinement process stops when every cut node has a total error that falls below a certain threshold:

\[
\text{var}(v_k) \leq \sigma^2, \quad \forall k
\]

where \( \sigma \) is a predefined threshold representing the maximum standard deviation allowed for this approximation. We typically set this to 1.5~3.0 in all our experiments. The resulting cut is then stored as a sparse vector containing each cut node’s index and the cluster mean \( \langle v_k \rangle \). To prevent cuts from growing to arbitrary lengths, we set a maximum cut size of 1000 as in [Walter et al. 2005].

For computing the illumination cut, we prioritize the refinement step slightly differently, by choosing at each step the node with the highest intensity value instead of the highest error. We found this works better for the lighting as minimizing the error in lighting has lower priority than accounting for important, bright lights. In order to satisfy an error bound we can apply these strategies in sequence: first generate the cut satisfying the per node error bound, then use any remaining budgeted nodes to refine the cut based on intensity.

### 3.3 Theoretical Analysis

**Complexity analysis.** Clearly the computational cost of our algorithm is linear to the size of the final merged cut. Assuming we have \( N \) cuts and the average cut size is \( m \): in the best case when all cuts are exactly the same (essentially degenerating to linear approximation), the complexity is \( O(m) \); and in the worst case when cuts are extremely incoherent, the complexity is \( O(Nm) \). In typical situations the complexity falls somewhere in between.
Note that due to the nonlinear approximation nature of cuts, $m$ is usually substantially smaller than $|S|$: the total number of lighting samples. In fact, it is typically less than 1% of $|S|$. Note that due to the nonlinear approximation nature of cuts, the total number of lights.

**Error analysis.** Theoretical error bounds using our approach can be easily proved through statistical interpretations. In the following we focus on the analysis of multi-product integrals of cuts; interpolation of cuts can be studied similarly. For product integrals, it suffices to examine the error at one cluster node, as the total error can be studied similarly. For product integrals, it suffices to examine the error at one cluster node, as the total error can be studied similarly.

**Double product integrals**

Assume that functions $a$ and $b$ have been approximated with cuts; at any given cluster $C_k$ on their merged cut, our cut selection criterion (Eq. 6) guarantees the following conditions:

$$|C_k| \var{a_k} \leq \sigma_a^2, \quad |C_k| \var{b_k} \leq \sigma_b^2$$

where $\sigma_a, \sigma_b$ are the individual cut error thresholds for $a$ and $b$. Now if we approximate their double product integral $\sum_k a_k b_k$ with the simple product using their means $\langle C_k \rangle \langle a_k \rangle \langle b_k \rangle$, the absolute error resulting from this approximation can be bounded by:

$$e_2 = \sum_k a_k b_k - |C_k| \langle a_k \rangle \langle b_k \rangle \leq |C_k| \var{a_k} \cdot |C_k| \var{b_k} \leq \sigma_a \sigma_b$$

where $\langle \cdot \rangle$ denotes mean and, and $\var{\cdot}$ denotes the covariance. Step (8) can be proved using the Cauchy-Schwarz inequality and the conditions given in Eq. 7. This implies that the double product integral error only relies on the error assumed for each individual cut. Therefore we can effectively predict the error of this computation once we have limited the cut selection threshold $\sigma$.

**Triple product integrals**

Unfortunately the conclusion above does not extend trivially to the cases of triple- and multi-product integrals. The error resulting from the approximation is similar, with an additional function $\langle \cdot \rangle$.

$$\var{a_k} \cdot |\var{b_k} - \langle b_k \rangle|$$

Similarly to Eq. 8, the covariances are still bounded:

$$|\var{a_k} \cdot |\var{b_k} - \langle b_k \rangle|| \leq \sigma_a \sigma_b$$

However, the error now additionally relies on the magnitude of the mean values $|\langle a_k \rangle|, |\langle b_k \rangle|$, and $|\langle c_k \rangle|$, which generally cannot be assumed to have bounds.

This problem can be understood intuitively by the fact that a large average value in any of the three functions can magnify the product error resulting from the other two terms. The simplest example is to set one function, say $a_k$, to a constant, thus $a_k = \bar{a}$. In this case, Eq. 9 reduces to the simple form:

$$e_3 = |C_k| \cdot |\bar{a}| \cdot |\var{b_k} - \langle b_k \rangle| \leq |C_k| \cdot |\bar{a}| \cdot \sigma_b$$

where it’s obvious that the error is unbounded if $\bar{a}$ becomes arbitrarily large. Note that double product integrals do not have this problem.

Although it seems that a meaningful analysis would be impossible given the situation, in reality the quantities involved in physics often come with additional constraints that help remove the anomalies. For instance, if we look at the three quantities involved in Eq. 2: first of all, visibility $V$ is a binary function and is thus bounded:

$$|\langle v_k \rangle| \leq 1, \quad \forall v_k$$

second, a physically-based BRDF must conserve energy, therefore even though some of its particular values could be unbounded, its integral across the entire domain must be bounded (recall that we associate the cosine term with the BRDF):

$$\sum_k |\langle c_k \rangle| \leq \int S f_r \leq 1$$

So the BRDF term contributes to limited error when summed across all clusters. Finally, although we are unable to bound the illumination $I$ in the same way, studies show that people are perceptually more tolerant to errors as the overall illumination level increases.

**Comparison to Haar wavelets.** Haar wavelets have been studied extensively in previous relighting systems [Ng et al. 2003; Liu et al. 2004; Wang et al. 2004]. Fundamentally Haar wavelets are just like cuts: both are adaptive methods that create piecewise constant representations. Therefore in theory they should have similar efficiencies. This claim is confirmed through our experiments in Section 5. Despite the similarity, cuts are more flexible and enable a substantially improved and efficient algorithm for computing sums and multi-product integrals on the GPU, resulting in a significant performance speedup over similar computation using wavelets. In addition, we’ve shown that the computation error using cuts can be easily bound using statistical interpretations; we are not aware of any similar analysis on wavelet-based methods.

### 3.4 Improving the Light Tree Construction

Our initial light tree construction algorithm is based on the clustering algorithm by Hašan et al. [2006]. A purely geometric distance metric $d_g$ from a point $x_i$ to cluster center $(\langle x_c \rangle)$ is defined as:

$$d_g(s, c) = \frac{K^2}{d^2} ||x_i - \langle x_c \rangle||^2 + ||n_i - \langle n_c \rangle||^2$$

where $d$ is the length of the scene bounding box diagonal, intended for normalization, and $K$ is a user defined parameter for which we find a default value of 30 always gives good results. Because clusters must be even to create a complete binary tree, clusters are formed by sorting the samples by the difference of the distances to the current two cluster centers, $d_g(s, c_1) - d_g(s, c_2)$ and splitting the array in the middle. The tree is built top down, recursively applying this clustering algorithm to generate a complete binary tree.

The basic assumption behind this method is that illumination samples that are geometrically close to each other are likely to produce similar light transport results. While this is a good heuristic, we found that by having some knowledge of the actual functions being approximated, we can optimize the light tree construction and achieve a significant improvement in compression. This is done by using a data-driven approach that exploits pilot visibility samples.

Specifically, for each light sample we generate a light visibility vector $\bar{I}_s$, which is a subsampled version of the visibility vector from a single light sample point $x_i$ to all mesh vertices $x_c$. In order to subsample the visibility vector, we must solve a similar problem and cluster the mesh vertices into $M$ clusters, where $M$ is the size of the light visibility vector. We use the purely geometric approach described above to accomplish this very efficiently. We then sample the light visibility vectors, by casting shadow rays from each light $x_i$ to each vertex cluster, and averaging the visibility values taken for all cluster members. With this information we can define a new, data-driven distance function $d_g$: 
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The basic assumption behind this method is that illumination samples that are geometrically close to each other are likely to produce similar light transport results. While this is a good heuristic, we found that by having some knowledge of the actual functions being approximated, we can optimize the light tree construction and achieve a significant improvement in compression. This is done by using a data-driven approach that exploits pilot visibility samples.

Specifically, for each light sample we generate a light visibility vector $\bar{I}_s$, which is a subsampled version of the visibility vector from a single light sample point $x_i$ to all mesh vertices $x_c$. In order to subsample the visibility vector, we must solve a similar problem and cluster the mesh vertices into $M$ clusters, where $M$ is the size of the light visibility vector. We use the purely geometric approach described above to accomplish this very efficiently. We then sample the light visibility vectors, by casting shadow rays from each light $x_i$ to each vertex cluster, and averaging the visibility values taken for all cluster members. With this information we can define a new, data-driven distance function $d_g$: 
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\[ d_v(s, c) = \frac{(K + 1)^2A^2}{M}||\vec{l}_s - \langle \vec{l}_c \rangle||^2 \]  

where \( \vec{l}_s \) is the light sample’s visibility vector and \( \vec{l}_c \) is the average visibility vector of a light cluster, \( K \) is the same as in the previous scheme, and \( A \) is the approximate solid angle subtended by each light, i.e. \( 4\pi/N \) where \( N \) is the number of lights. The constant scaling terms are intended to normalize this metric to \( d_v \) for use later and do not affect the results of this approach. While clustering using this metric works well, we find two problems with it. First, in
in some cases the visibility vectors are all zero and clustering becomes ineffective – samples with zero visibility vectors are grouped at ran-
dom. The effect can be seen in Figure 5(a) for sampling directions
near the \(-Y\) axis. Due to a ground plane, many samples near the
\(-Y\) direction have zero light visibility vectors and so get clustered randomly. Second, the metric is biased strongly toward approximat-
ing visibility well, and hence may create highly anisotropic clusters
that are inefficient at representing the run-time illumination. This
effect can also be seen in Figure 5(a) as the long skinny clusters
in the \(-Y\) direction. While this purely data driven approach sig-
nificantly improves the compression rate of precomputed visibility
cuts, it may lead to very long illumination cuts, thus reducing over-
all rendering performance. Therefore, we combine this approach with
the geometric approach and create a new distance metric:

\[ d(s, c) = (1 - \beta) d_v(s, c) + \beta d_g(s, c) \]  

where \( \beta \) is a user defined weight controlling the relative importance of the geometric vs. data-driven metric. Because we have approx-
imately normalized the two metrics, values of 0.4-0.5 for \( \beta \) work
well to balance improved compression and light cut efficiency. The results are shown in Figure 5(b). For quantitative results regarding
data-driven clustering, refer to Section 5.

Clearly the trade-off of this approach is increased precomputation
time vs. improved compression efficiency. Our data-driven ap-
proach now requires two visibility sampling passes and therefore
takes approximately twice as much time; on the other hand, we
found that it typically gains 20-30% in compression rate and there-
fore leads to faster rendering framerrates due to reduced cut size.

4 Implementation Details

4.1 Precomputation

The first step in precomputation is to generate light sample points. For environment lighting we generate samples on the unit sphere;
and for local lighting we divide the samples among the objects by
surface area. In both cases we choose random points and use a
repulsion algorithm to distribute the points evenly. We find that 32K
points is sufficient for even high frequency environment lighting.
For local lighting the number of samples depends on the complexity
of the scene, but we find 32K works well for all our examples.

Next we must generate the global light tree from the unorganized
sample points. A simple implementation can use the geometric dis-
tance metric described in Section 3.4. When using the data-driven
clustering based on pilot visibility samples, we must choose a light
visibility vector length. We have found that 1024 vertex clusters
(i.e. the light visibility vector length is 1024) work well, although
this can be reduced to save space and still be effective.

Once we have the light tree constructed, we simply loop through
each vertex to generate visibility cuts. To sample visibility, we use a
simple, unoptimized ray tracer to cast shadow rays from every ver-
tex to each light sample. Because these rays are cast in a coherent
fashion, we expect a modern, optimized ray tracer could perform
at least an order of magnitude faster. We then multiply the binary
visibility with the proper geometric term of the light sample, which
depends on the type of lighting being used. Because our implement-
tation guarantees the tree will be a complete binary tree we store the
tree linearly in memory for efficiency. Once the sampled visibility
values have been propagated up the tree, including the variance,
we use the algorithm described in Section 3.2 to compute a cut.
Because each vertex is independent we parallelize this process by
processing different vertices in different threads.

4.2 Rendering

Basic rendering algorithm. At runtime we need to render our
mesh, compute a merged visibility cut for each pixel as a linear
combination of the visibility cuts at the triangle’s vertices, and com-
pute the approximate value of the lighting integral by multiplying
the merged visibility cut, the light cut, and the BRDF cut:

\[ B = \sum L(x_i) f_r(x_i) (w_1 V_1(x_i) + w_2 V_2(x_i) + w_3 V_3(x_i)) \]

Although we logically perform these steps in sequence, generating
intermediate merged cuts, we actually handle all cut operations in a
single traversal. We construct the light cut for the current frame.
Then, for each pixel, we perform a traversal on the vertex visibility
cuts and the light cut at the same time. This traversal visits the deep-
est cluster nodes in all of these cuts. At each node we interpolate
the current visibility values using barycentric weights obtained during
rasterization. The value \( L(x_i) \) is obtained directly from the light-
cut. Finally, we need to obtain the value \( f_r(x_i) \). Because creating
BRDF cuts would be too expensive and require additional precom-
putation, we sample the BRDF on the fly. Note that this could be
problematic with high frequency BRDFs since there is no BRDF
cut to ensure we use small clusters in important and highly varying
regions of the BRDF. Currently we rely on the light cut to ensure
clusters are small enough in important regions to ensure sufficient
sampling of the BRDF. This is similar to importance sampling and
works well in practice. Finally, with all terms computed, we com-
pute the product and add it to the sum.

Note that the algorithm can also be easily extended to account for
rigid dynamic objects using the shadow fields algorithm [Zhou et al.
2005]. In this case, precomputed visibility fields are computed as
the effect an object would have on the visibility of a neighboring
object. At runtime, the visibility for a pixel is computed by locating
nearby objects whose shadow fields contain the point \( x_i \), interpo-
lating a visibility function \( V_j(x_i) \) caused by each neighbor object
using linear interpolation from that object’s shadow field cuts, and
finally computing the full visibility function, which is the product
of these per-object visibility functions:

\[ B = \sum L(x_i) f_r(x_i) (V_1(x_i) V_2(x_i) \cdots V_n(x_i)) \]

Again, although these steps are performed in sequence logically, in
practice the entire process can be implemented in a single traversal,
requiring no storage of temporary merged cuts. We have not yet
implemented shadow fields in our system, but it is a very promising
future direction.
GPU implementation. Our GPU-based rendering system is a simple translation of the algorithm to the GPU. First we must map our data to textures so they can be used in shaders. Our precomputed data is a large set of sparse, variable sized vectors. We use a greedy algorithm to pack them into a 3D texture so that each vector fits into a single row of the texture. This allows shaders to treat the vectors as a 1D vector, as they truly are, and thus avoids the 1D to 2D texture coordinate mapping commonly required when mapping data to textures. For each element in the vector we store the postorder index, leftleaf, and a quantized value into the RGB components of the texture. We use an unsigned 16-bit integer texture available in OpenGL Shader Model 4.0.

We must also map our lighting values to textures. Some of this data will be static (the light sample positions and normals) and some will be dynamic (the light color). Although it is simpler to construct the light tree with a standard ordering of lights, we store the textures using postorder indices so they can be easily indexed when traversing the cut. We simply allocate a square texture large enough to hold the entire light tree. We upload the position and normal information immediately and upload the color information when it becomes available. Note that the normal information will of course be ignored for environment lighting, but is required for indirect local lighting.

At runtime we must sample lighting and perform shading. We have two ways to sample lighting. For direct environment lighting we directly sample a cubemap at the mipmap level with approximately the same number of texels as we have light samples. For local indirect lighting we use a standard shadow cube map approach. Instead of evaluating shadows per pixel as in standard rendering, we use the light textures described above and perform the shadow test for the light positions. We of course could use any approach to compute the direct diffuse radiance for the light samples - simple unshadowed point lights, shadow maps, or even another PRT approach. We then download the data to the CPU and generate the full light tree. We then upload the resulting full tree back to the lighting texture.

We also generate the light cut at this stage. This implementation is as simple as generating the precomputed visibility cuts except we select the node to split based on the magnitude of the value at each cut node instead of the error. This is similar to importance sampling where more samples (more cut nodes) are used in areas where the lighting is stronger. The light cut is uploaded to a 1D texture using a similar format as the visibility cut data.

Shading a fragment is expensive, so our runtime algorithm uses deferred shading to process only the visible fragments. In the first pass we render to a deep deferred shading buffer. We use a geometry shader to generate vertex indices and barycentric coordinates to be interpolated and passed to the fragment shader. The fragment shader then stores the barycentric coordinates, material ID, position, normal, and per-pixel BRDF information. Note that this step isn’t strictly necessary, we could have simply primed the z-buffer and performed shading in the second pass if that provided performance benefits. Our implementation allows the BRDF to use 8 floating point values. This was sufficient for the BRDFs we implemented but this could easily be extended to 16 or more values on current hardware. Note that all our BRDF inputs in this shader are actually textures and so trivially allow spatially varying BRDF parameters. Constant BRDF parameters are simply represented as a 1x1 texture. We have also included normal perturbation by a bump or normal map in this step. Other similar techniques could easily be added.

The second pass performs the final shading calculations. This is essentially a direct implementation of the approach described in Section 3.2, interpolating 3 visibility cuts and multiplying the result by the light cut and dynamically sampled BRDF values. We load the data from the deferred shading buffer and use the vertex indices to lookup the cut coordinates in the data pointer texture. We also initialize the light cut coordinates trivially to 0. If we’re calculating local lighting we compute the direct lighting value first. Then we start the loop, finding the current cut node with the deepest postorder index and the maximum leftleaf value. If the maximum leftleaf value is less than the deepest index then the nodes are all in
the same subtree and we compute the interpolated visibility value and sample the BRDF at the cluster center. We add the resulting value to the current pixel color. Regardless of the alignment of the nodes, each cut’s current node is advanced if its current node had the deepest index. Finally, we check if any cuts have advanced past their end and terminate if they have, writing the final color sum to the output.

BRDFs are sampled entirely on the fly and no BRDF cuts are ever constructed. This gives great flexibility with BRDFs and enables BRDFs and their parameters to be selected on a per-pixel basis. However, this also imposes a few limitations. First, without a BRDF cut we cannot ensure that the BRDF is sampled finely enough in the right areas. For instance, it is possible for highly specular lobes to be missed entirely because the lighting and visibility cuts were relatively high in the light tree, and the BRDF sample taken for the node containing the lobe was relatively small. This is only a problem for high frequency BRDFs. This can result in the loss of specular highlights. However, because we construct our light cut based on light intensity, we sample our BRDF approximately as we would using importance sampling in an offline raytracer. In practice this seems to be sufficient in most cases. However, we are interested in solutions to this problem. We believe that for certain classes of BRDFs indications of the frequency of the BRDF within a cluster could be found either analytically or based on a heuristic such as the gradient at the cluster center. We leave investigation of these approaches to future work.

5 Results

We performed tests on a variety of scenes: Bedroom (Figure 1(c)), Dining room (Figure 6), Hebe (Figure 6), Motobike (Figure 1(a)), Table (Figure 1(b)), and Teapot. The table scene is courtesy of [Ng et al. 2004] All performance statistics are gathered on a quad-core 2.0GHz computer with an NVIDIA 8800GTX graphics card.

Comparison of cuts and wavelets. A direct comparison of cuts and wavelets is difficult for a number of reasons: we generate cuts by limiting the per cluster maximum variance while wavelets are usually selected by minimizing the total $L^2$ error of the entire function, or for a specified number of terms. Our experiments show that they are both very efficient at nonlinear approximation. However, cuts are more flexible in that they can operate on unstructured sample sets whereas wavelets already require parameterization. Therefore we cannot easily implement a wavelet version of our system for complete comparison.

In order to compare the two we only focus on their ability to efficiently represent visibility functions as defined over a cubemap. For wavelets we specify a variety of $L^2$ errors and find the number of wavelet coefficients required to approximate the original cubemap with at most the specified error. For cuts, we specify a variety of per node variance thresholds and generate the cuts as described in Section 3.2. However, in both cases we plot the root mean squared error of the resulting approximation by the number of terms saved, both averaged over all the vertices in a test scene. The resulting graph using a 6x128x128 cubemap is presented in Figure 8(a).

As shown, cuts do in fact require a relatively small increase of terms to represent the same cubemap function to equal accuracy. For the same error, cuts require about 10~15% more terms than wavelets. However, note that since our comparison criteria is the RMS error, a cut selection algorithm that minimizes the total error over all clusters would likely to perform better than our current one which limits the per-cluster error. We believe the loss of compression is made up for by the cut representation’s simplicity, efficient computational algorithms and flexibility of application. In addition, we do find that cuts have the nice property that they will never inflate sparse high-frequency data as wavelets can; and for very highly accurate approximation, they tend to reach a perfect representation with fewer nodes, even with high frequency data.

Data-driven construction of light tree. Figure 8(b) shows the average cut size for the different clustering schemes we tested for light tree construction. We show average cut size for three values of $\beta$: 1.0, representing pure geometric clustering; 0.5, representing the mixed mode; and 0.0, representing pure data-driven clus-
better account for important error in illumination and improve accuracy. However, we found in general 256–512 works for all our test scenes with no noticeable artifacts. Run time frame rates are interative for simple scenes and 2–4 fps for more complicated ones. Note that local lighting tends to be slower on average because the visibility cuts produced are significantly longer on average.

Figure 6 shows an example of a scene rendered under environment lighting with a variety of materials. Notice that all effects - hard and soft shadows, low and high glossy materials - are rendered dynamically with high realism. Figure 7(e) shows the table scene rendered using only direct lighting using shadow mapping. Figures 7(f), 7(g), and 7(h) show the same scene with the same lighting using direct and indirect local lighting. The images are much more convincing with indirect lighting enabled. Figure 6 demonstrates a variety of per-pixel shading effects. Bump mapping provides fine texture, a specular map controls the BRDF to create patterns, and texturing is used on the floor and dresser. All these effects are generated entirely at run time and require no additional preprocessing.

Varying illumination cut size. Finally, we present results regarding the error of our images with respect to the ground truth renderings obtained using an offline raytracer. Figure 10 shows renderings from our system using various light cut sizes and a reference raytraced image. The errors are small. With very small lightcuts shadows are blurred due to subsampling. Even with longer lightcuts, some reflections are inaccurate because the lighting is approximated. However, the error is barely noticeable.

6 Conclusions and Future Work

We have presented an interactive rendering system for realistic lighting and material design under complex illumination with arbitrary BRDFs. The key contribution which makes this possible is an efficient algorithm for computing sums and products of an arbitrary number of piecewise constant approximations called cuts. We prove an error bound on multi-product integrals computed using our algorithm. We suggest a two-pass data-driven clustering algorithm which improves compression by 20–30%. Our system precomputes only visibility and demonstrates our efficient cut algorithm by interpolating visibility and computing the light integral at each pixel. Because of this we are also able to perform dynamic per-pixel effects such as bump mapping and spatially varying BRDF parameters, techniques not possible in most other PRT systems.

An implicit assumption we made is that it is appropriate to linearly interpolate visibility data. This may be true if meshes are densely tessellated, but tessellating meshes may inflate data sizes unnecessarily. Therefore we are interested in studying both nonlinear interpolation schemes and performing efficient spatial compression of visibility data. Moreover, we plan to study better ways to guide BRDF sampling on the fly. Finally, we believe that cuts are a gen-
eral and effective approximation and, combined with our efficient computational algorithm, could find use on problems besides PRT.
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