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• Set expansion 

• Extract sibling entities to user-given entities 

• Dates back to “Google Sets” (user-oriented) 

• also, QA, query suggestion, … 

• Restricted setting: corpus-based set expansion 

• Extract sibling entities from plain text, no access to KB at inference time 

• Applicable to more downstream tasks 

• relation extraction, taxonomy construction, knowledge base completion, …
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Task Definition

“Major league sports teams in Massachusetts”



• Restricted setting: corpus-based set expansion 

• Example use case: knowledge base completion (KBC)
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Task Definition



• We aim to train a neural model for set expansion 

• Training data (set labels): a series of entity sets that are also in the corpus 

• Developed a toolkit (DBpedia-sets) to build labelled sets from corpus via knowledge 
base at training time 

• Entity features from raw corpus: unigrams / skip-grams / embeddings 

• Empirical analysis of unigram vs skip-gram 

• Unigram + linearly mapped embeddings 

• Modeling and learnable parameters 

• Query-candidate interactions  / query length-agnostic / generalizability 
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Challenges & Contributions



Steps: 

1. Identify entity mentions (entity linking) 

2.Collect entity statistics 

3.Filter entity sets  

An example statistical filter: “find all entity sets containing 10 to 100 entities, where at least 90% 
of the entities appear at least 10 times in the corpus”
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Training data: DBpedia-sets



Advantages: 

• Entity sets are topically diverse 

• Sets are of high quality 

• Mined sets are dependent on corpus  

• In contrast, INEX Entity track and DBPedia-Entity-V2 are not quite usable 

• Hard for training and evaluation!
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Training data: DBpedia-sets

https://github.com/PxYu/NESE



• Combination of lexical features and distributed representations (embeddings) [1]  

• Unigram PPMI: 

• Each dimension corresponds to a word in corpus 

• Entity embeddings: No graph embeddings! (no access to KB at inference time) 

• Treat entity as word, and get its word2vec/GloVe embeddings [1] 

• Or use contextualized representations (e.g., BERT)
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Entity features

[1] Yu et al. "Corpus-based Set Expansion with Lexical Features and Distributed Representations." SIGIR 2019.



• BERT for set expansion [2] 

• One-instance: average of embeddings of entity tokens in a sentence 

• Corpus-wise: average of all one-instance embeddings in the corpus 

• No finetuning performed. Acquire embeddings from BERT directly. 

• Linear mapping of entity embeddings is a “hacky” way of finetuning BERT! (Later)
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Entity features

[2] Huang et al. "Guiding Corpus-based Set Expansion by Auxiliary Sets Generation and Co-Expansion." WWW 2020.
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Neural model
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Neural model

Structure of Deep Sets [3], figure from the NIPS presentation

[3] Zaheer et al. "Deep sets." NIPS 2017.



• Setup:  

• Re-ranking top-100 candidates 

• List-wise loss: Listnet 

• Candidate generation: best unsupervised approach (recall) on each corpus 

• A non-neural supervised approach: AdaRank 

• Cannot do padding, have to train a model for each query length 

• No linear mapping of entity embeddings 

• Metrics: MAP and P@20
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Experiments
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Experiments • uni: using only unigram features 
• emb: using only embedding features 
• cmb: combing features from uni and emb 
• nt: without entity embedding linear transformation 



• Models trained on DBpedia-sets data perform well on DBpedia-sets test data (✔ ) 

• Models trained on DBpedia-sets data perform well on non-KB entities 

• Use noun phrases as approximation to entity mentions 

• They also have context features and entity embeddings (compatible w/ our model!) 

• Hard to evaluate: same entity have different surface names 

• Tottenham Hotspur F.C.: "Tottenham Hotspur”, “Tottenham”, “the spurs”, …… 

• We adopt small-scale human evaluation
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Generalizability



• Relation between “correlation of Listnet loss and MAP” and “ratio of positive docs / entities”
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Side Experiments: list-wise learning to rank



• Cast corpus-based set expansion as list-wise learning-to-rank 

• Corpus-dependent dataset for training set expansion models 

• Linearly mapping entity embeddings + unigram PPMI features bring significant improvement 

Future work: 

• Better ways of using BERT? 

• Source sentence selection / weighting to generated “query-dependent” contextualized 
entity embeddings
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Summary
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