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Amazon: Networking Error Caused Cloud Outage
April 29th, 2011 : Rich Miller

Last week's lengthy outage for the Amazon Web Services cloud computing platform
was caused by a network configuration error as Amazon was attempting to upgrade
capacity on its network. That eror triggered a seqguence of events that culminated in a
‘re-mirroring storm” in which automated replication of storage volumes maxed out the
capacity of Amazon’s servers in a portion of their platform.
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Capac "Calculating the Cost of Data Center Outages,” by the Ponemon Institute, dina
“re-mil analyzed costs associated with downtime at 41 data centers across it the
varying industry segments with a minimum size of 2,500 square feet. The <
CAPaC) study was sponsored by Emerson Network Power, a provider of storage Analytics Slideshow:
and energy products and services, among other things. 2010 Data Center

We need to understand failures to prevent and mitigate them!




Overview

Our goeal:improve reliability by understanding network failures

1. Failurecharacterization
I Most failure prone components
I Understandingroot cause

2. What is theimpact of failure?
3. Isredundancyeffective?

Our contribution: First largescale empirical study of network
failures across multipleDCs

A Methodology to extract failures from noisy data sources.
A Correlate events with network traffic to estimatenpact
A Analyzing implications for future data center networks
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Data center networks overview

Which components are most failure prone?
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Fallure event information flow

A Failure is logged in numerous data sources Ticket ID: 34
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Data summary

A One year of event logs from Oct. 206Sept. 2010
I Network event logs and troubleshooting tickets

A Network event logs are a combination of Syslog, SNMP
traps and polling

I Caveat: may miss some events e.g., UDP, correlated faults

A Filtered by operators toactionable events
e stildl many warnings from v:

Key challenge: How to extract failures of interest?



Extracting failures from event logs

<
A Defining failures Network event logs

I~ Device fi@ilure:device is no longer forwarding traffic

I Link failure: connection between two interfaces is down.
Detected by monitoring interface state.

A Dealing with inconsistent data:
I~ Devices:
A Correlate with linkfailures
i~ Links:
A Reconstruct state from logged messages
A Correlate with network traffic to determine impact
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Reconstructing device state

A Devices may send spurious DOWN messages

A Verifyat least one link on device fails within five minutes
I Conservative to account for message loss (correlated failures)

LINK DOWNI!

e w DEVICE DOWN!
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LINK DOWN!

Aggregation switch 2

This sanity check reduces device failures by 10x
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Reconstructing link state

A Inconsistencies in link failure events
I Note: our logs bind each link down to the time it is resolved

LINK DOWNI! LINK UP!
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Reconstructing link state

A Inconsistencies in linkfailure events

I Note: our logs bind each link down to the time it is resolved
LINK DOWN 2! LINK UP 2!

LINK DOWN 1! LINK UP 1!
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UP
Link state

1. Take the earliest of the down times time

2. Take the earliest of the up times

How to deal with discrepancies”

13



dentifying failures with impact |_ggi

=i

Correlate link failures B} Network traffic logs
with network traffic : .

Only consider events
where traffic decreases BEFORE
EEEE IIIII* time
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LINK DOWN LINK UP

A Summary of impact:
I 28.6% of failures impact network traffic
i 41.2% of failures were on links carryingo traffic
A E.g., scheduled maintenanceactivities
A Cawveat:impact is only on network trafficot
necessarily applications!
I Redundancy: Network, compute, storage ma:zsiutages14
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