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Abstract
The Great Firewall of China (GFW) has long used DNS

packet injection to censor Internet access. In this work, we
analyze the DNS injection behavior of the GFW over a period
of nine months using the Alexa top 1M domains as a test
list. We first focus on understanding the publicly routable
IPs used by the GFW and observe groups of IPs used to
filter specific sets of domains. We also see a sharp decline
in public IPs injected by the GFW in November 2019. We
then fingerprint three different injectors that we observe in
our measurements. Notably, one of these injectors mirrors
the IP TTL value from probe packets in its injected packets
which has implications for the use of TTL-limited probes for
localizing censors. Finally, we confirm that our observations
generally hold across IP prefixes registered in China.

1 Introduction

Many countries are known to use injection of DNS responses
to implement censorship [3, 8, 15, 21, 28] with China’s use of
DNS injection in the Great Firewall (GFW) being a popular
topic for study [1, 2, 10, 11, 14, 16–18, 22, 26, 30]. While other
countries tend to use NXDOMAIN or reserved IP address
space [3,4,8,20], China’s use of a range of public IP addresses
owned by a variety of organizations is notable. This use of
public IP addresses can complicate detection of DNS-based
censorship in China [5,12,21] and can make evading inadver-
tent DNS cache poisoning by the GFW challenging [10, 26].

While there have been numerous studies of China’s DNS
censorship [1, 2, 10, 11, 14, 16–18, 22, 26] (owing in part to
the fact that the GFW will inject replies to clients outside of
the country), in this study, we take a longitudinal approach
focusing on China’s use of public IPs for filtering. We mea-
sure China’s DNS injector for a period of nine months which
allows us to observe changes in the set of public IP addresses
used by the GFW (§2). We further perform targeted measure-
ments to fingerprint the behavior of the GFW’s DNS packet
injector and consider the generalizability of our results across
36K prefixes announced by Chinese ASes (§5).

Our study reveals several previously-unknown properties
of China’s filtering system:

IP groups. First, we observe groups of IP addresses that are
used in injected replies to specific sets of domains (§3). These
groups may point to groups of domains that are being blocked
by a common infrastructure or blocking process. We discuss
these groups in the context of blocked domains and IPs used
for blocking over time (§3.2)

Three distinct injectors. We also observe that a single DNS
query can result in multiple injected DNS replies from the
GFW. Using IP ID, IP TTL, DNS TTL and DNS flags, we
were able to fingerprint these multiple replies and identify
three distinct packet injectors acting on DNS requests (§4.1).

TTL-echoing in injected packets. In the process of finger-
printing the censors, we observe one of the packet injectors
will actually echo the TTL of the probe packet which has
implications on the popular technique of using TTL-limited
probe packets to localize network censors (§4.3).

2 Methodology

We now describe our methodology for monitoring DNS-based
censorship in China on a longitudinal basis (§2.1) and how
we extend this method to understand regional differences in
filtering (§2.2). We also discuss steps taken to address ethical
concerns while conducting our experiment (§2.3).

2.1 Baseline Longitudinal Experiment
We use the commonly employed tactic of issuing DNS queries
for potentially sensitive domains from a host outside of China
towards IP addresses located in China (specifically, those not
hosting DNS servers). This allows us to trigger the GFW as
our packet crosses the GFW, and the targeting of IP addresses
not hosting DNS servers means that any response to our query
can be inferred to be injected by the GFW. We issue queries
from a Virtual Private Server (VPS) running Ubuntu 18.04
LTS located in a US academic network. We then send DNS



queries towards a VPS under our control located in China
with the same configuration as our US host. We perform our
queries using the standard DNS port (53). We performed an
initial test over ports 1-65535 and only observed censorship
on DNS queries sent on port 53.

With this source and destination host, we then issue DNS
queries for a set of tested domains. In our case, a set of 1
million domains is extracted from the Alexa top million Web
sites list (accessed on Feb. 22, 2019). For any domains with-
out the prefix “www.” we add this prefix as the GFW does
not consistently inject DNS replies in the absence of this pre-
fix [1, 9]. We query these domains every two hours between
September 2019 and May 2020. In total, we sent 2.8 billion
DNS queries and observed 119.6 million forged responses
from the GFW.

2.2 Multi-path Experiment
A limitation of our baseline methodology, is that we will only
observe filtering on the path between our VPS in the US and
our VPS in China. To complement this methodology, we per-
form an additional experiment where we direct DNS queries
towards a broad range of Chinese IP prefixes. We identify
Chinese IP prefixes by using CAIDA’s AS-to-organization
dataset [6] to identify ASNs registered in China. We then use
CAIDA’s prefix-to-AS mapping tool [7] to collect IP prefixes
announced by these ASes, for a total of 36,629 prefixes.

Within each prefix, we select one IP address at random,
ensuring that there is not a host at this IP address that will
respond to DNS queries. To determine this, we send 10 queries
for a non-sensitive domain www.baidu.com to the candidate
IP address. If there is no reply to any of our DNS queries, we
infer that this IP is not hosting a DNS server and proceed with
our tests. We exclude an IP prefix from testing if we fail to
find a non-responding IP address after 50 attempts. In total,
we select 36,146 IP prefix, belonging to 417 Chinese ASes.

For this test, we focus on a single domain www.google.sm
that we observe triggers censorship by the three packet in-
jectors observed in our baseline experiment (§4) since our
goal is to understand the behavior of multiple network paths.
We attempt 100 queries for this domain towards each of the
Chinese prefixes we identify.

2.3 Ethics
For our baseline experiment, the two hosts that we sent DNS
queries to and from are machines under our control. For our
multi-path experiment, we first verify that no DNS service
was running on the selected IP address. We also note that
our experiments are initiated from a host outside of China,
thus to the GFW it appears that queries are coming from an
external (academic) network, as opposed to any host within
China. Finally, our multi-path experiment limits the amount
of traffic sent to each IP address to 1 MB.
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Figure 1: Censored domain name changes among Alexa top 1
million from September 2019 to May 2020.

3 Characterizing DNS Injection

In this section, we characterize domains filtered over time
(§3.1) as well as the IP addresses in the injected replies (§3.2).

3.1 Censored Domains
We see that there exists an increasing trend in the number of
domains being censored by the GFW. The number of censored
domains increases from 23,995 to 24,636 (2.8% increase) over
our nine-month measurement study. Figure 1a presents the
number of unique domains censored over time. Interestingly,
previous work [1] has also shown a 10% increase in the
number of censored domains over time in their 2014 study
(also using the Alexa top million as their test domains).

Figure 1b depicts the daily number of domains from the
Alexa top 1 million that get added and removed from the set
of domains that we observe being blocked. We manually ana-
lyzed the dates in which more than 20 domains were removed
from blocked set, on November 18 a group of 50 domains
that all have the keyword youtube.com were removed and
on November 22 a group of 22 domains with the keyword
line.me were removed from the blocked set. This suggests
that the GFW still operates on keywords to censor domains
as opposed to curating a fixed set of domains.

Category of censored domains. We leveraged the “Forti-
Guard” URL classification service, operated by FortiNet [13]



Category Alexa% Category Censored%

Business 27.7 Proxy Avoidance 46.0
Information Technology 13.3 Personal Websites 43.0
Shopping 5.9 Explicit Violence 20.5
Education 5.7 Extremist Groups 10.0
Personal Websites 4.4 Other Adult Material 9.4
News and Media 4.1 Content Servers 9.3
Entertainment 3.5 Dynamic DNS 7.3
Pornography 2.8 Pornography 6.2
Health and Wellness 2.7 Distcrimination 5.3
Government and Legal Orgs 2.6 Instant Messaging 4.2

Table 1: FortiGuard Categories. The 10 most common cate-
gories for the domains on Alexa 1M test list, and the percent-
age of censored domains in each category.

Figure 2: Top ASNs and the number of injected IP addresses
used by the GFW belonging to each of them.

to categorize the Alexa top domains. The top categories within
the Alexa list are listed in the left column of Table 1. We
further analyze the percentage of censored domains in each
category of the Alexa top million list. The top 10 categories
with the highest percentage of domains censored are shown
in the right column of Table 1. We can see that 46% of the
domains in the “Proxy Avoidance” category are censored by
the GFW. The high number (42.9% of domains censored)
for the “Personal Websites” category is because 42.7% of
the censored domains within the “Personal Websites” cate-
gory are domains containing the keywords .blogspot.com,
or .tumblr.com which appear to be filtered by the GFW. We
further analyzed and found that this is in fact a keyword based
block list, i.e any domain that ends in .blogspot.com or
.tumblr.com will be censored by the GFW.

3.2 Injected IPs

Longitudinal trends. We observe a set of 1,510 distinct IP
addresses returned in type A DNS records injected by the
GFW. While the majority of responses we observe are type
A DNS records, we observe injected CNAME records for a
single domain (www.sunporno.com). We focus on the type A
records in this paper and plan to dig into the use of CNAME
records by the GFW in future work.

Group Domains IPs Top categories%

1 8 3 Proxy Avoidance 50.0%
Business 25.0%
Personal Websites 12.5%

2 53 4 Proxy Avoidance 36.0%
News and Media 9.4%
Instant Messaging 7.5%

3 48 10 Proxy Avoidance 79.2%
Information Technology 10.4%
Info and Computer Security 2.1%

4 33 4 Search Engines 96.9%
Dynamic DNS 3.1%

5 54 201 Search Engines 96.3%
Business 1.8%
Unknown 1.8%

6 ~24K 197 Personal Websites 76.7%
Pornography 6.3%
Information Technology 2.8%

Table 2: Overview of the relationship between the sensitive
domain, forged IP groups and injectors after the decrease in
the number of injected IP addresses.

Figure 2 shows the top ASes associated with the IPs in-
jected by the GFW. We observe a total of 41 ASes associated
with the injected IP addresses. Most of these ASes correspond
to organizations in the US, particularly Facebook, WZCOM,
Dropbox and Twitter. We note a striking decrease in the num-
ber of distinct IPs injected by the GFW on November 23,
2019 from 1,510 IPs (associated with 41 ASes) to only 216
IPs (associated with 21 ASes). We investigate this drop in
injected IPs further in Section 4.

Groups of injected IPs. One property of the injected IPs that
we note, is that certain subsets of blocked domains resolve to
a fixed set of public IPs. That is, a group of public IPs is used
to filter a given group of censored domains. Table 2 depicts
the six distinct groups of domains we identified. We further
categorized the domains in each group. The top category of
domains in group 1, 2, and 3 belong to the “Proxy Avoidance”
category, while 97% of the domains from group 4 and 5,
include the word google, belonging to the “Search Engines”
category. Group 6 consists of the remaining websites that
are censored on the Alexa 1M that are mostly blogspot
and tumblr related websites. We analyzed the IPs that were
dropped from the IP pool on November 23 and found that 99%
of the domains that received those IPs currently receive 197
injected IPs (Group 6), the majority (99%) of these domains
have the keyword tumblr.com in them.

Reachability of the injected IP addresses. Given that
China is using publicly routable IP addresses, a natural ques-
tion is whether these IPs are hosting content or are otherwise
reachable on the broader Internet. We test the reachability of
the injected IPs from our VPS in China and the United States
by initiating TCP handshakes on port 80 and port 443. We
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Figure 3: Reachability of the ports 80 and 443 of the injected
IPs from China and from the US. The numbers are averaged
over seven days.

Injector Description IPs Domains IP
Group

1 DNS: TTL=60; AA=1 4 88 4, 5, 6
IP: DF=0
incrementing IP TTL

2 DNS: AA=0 1,506 24,729 1, 2, 3
IP: DF=1 5, 6
randomized IP TTL

3 DNS: AA=0 958 22,948 1, 2, 3, 5
IP: DF=0; ID=0
fixed IP TTL

Table 3: Summary of the three DNS injectors. “DNS AA”
refers to the DNS Authoritative Answer flag. “IP DF” refers
to the IP “do not fragment” flag.

perform this experiment daily for 7 days and present the aver-
aged result in Figure 3. We note that each days results looked
similar. In the majority of cases (60.9%), the TCP handshake
attempt results in a TIMEOUT both for source hosts in the US
and China, indicating there is likely no content being served
from these IPs at the time of our measurements. It is possible
these IPs were observed serving content at some point in the
past which resulted in their addition to the set of injected IPs.

4 Understanding the GFW Injectors

We now characterize cases where multiple injected DNS
replies are observed. We are able to fingerprint these replies
and identify three distinct injection processes (§4.1). We char-
acterize longitudinal trends of the injectors (§4.2). Finally, We
also localize these injectors and observe peculiar mirroring
of the probe-TTL value by one injector (§4.3).

4.1 Fingerprinting the Injectors

In our measurements, we observed cases where a single DNS
query may result in multiple injected DNS replies. Upon
closer inspection, we were able to identify three distinct fin-
gerprints within these multiple injected replies based on IP

Do-not-Fragment (DF), IP TTL , DNS Authoritative Answer
(AA), and DNS TTL fields. Table 3 summarizes the finger-
prints of the three injectors and Figure 4 plots the IPID and
TTL values for these three injectors when queries are sent in
rapid succession1. We also find that the three injectors also
behave slightly differently in how they format their DNS re-
sponses. Specifically, Injector 1 uses the domain from the
query as-is in the DNS response, whereas Injectors 2 and
3 use a “compression pointer” [19] to reduce repetition of
the query domain in the response, perhaps a sign of these
injectors using a different code base in their operation.

Similar to prior work [1], we observe Injector 1 with an in-
crementing IP TTL value between subsequent packets. How-
ever, we see this injector is considerably less active in terms
of the number of domains it filters. Figure 5 shows the number
of domains that observed an injected reply from each injector.
We can see that Injector 1, which most closely resembles the
injector seen in 2014 [1], only filtering a total of 88 domains.

Interestingly, we do not observe any domains that only
trigger Injector 3, with it acting on a subset of Injector 2’s do-
mains. When we consider the relationship between the Injec-
tors and the IP/domain groups (Table 3), we see that Injector 1
is the only injector filtering IPs in the fourth IP/Domain group
with 33 domains that are mostly in the "Search Engines"
category (cf. Table 2).

While Figure 5 gives a sense of the number of domains fil-
tered by each injector, it doesn’t necessarily reflect how often
the injector would be triggered. For this, we consider the pop-
ularity of domains that each injector acts on. Figure 6 shows
the cumulative percentage of domains filtered by each injector
relative to their Alexa ranking. Here we see that domains fil-
tered by Injector 1 tend to be more popular than those filtered
by the other injectors. Most of the domains (97%) censored
by Injector 1 are domains that contain the keyword google,
and 90% of them are in the top 350K domains in the Alexa
top 1M list. While, the majority (80%) of domains censored
by Injectors 2 and 3 are *.blogspot and .*tumblr domains
which are in the long tail of the Alexa 1M list [25].

4.2 Longitudinal trends

Halting interval of injectors. Figure 7 shows the total num-
ber of injected packets on a daily basis. Due to the frequency
of our measurements, we are not able to discover any gaps
less than two hours. When analyzing the data on a bi-hourly
basis, we discover that while Injector 2 has been working
consecutively, Injector 1 and Injector 3 occasionally stopped
working for a few hours. Specifically, the three halting inter-
vals of Injector 1 are between 13:00 and 15:22 on September
18, 2019; between 9:26 and 13:00 September 19, 2019; and
between 17:06 to 10:22 on September 19, 2019. The only
halting intervals of Injector 3 are between 2:36 and 8:00 on

1In this test, we injected packets as fast as we could using a multi-threaded
Python program while using tcpdump to capture the response packets.
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Figure 4: IPID and TTL values observed for the three DNS Injector behaviors observed in our measurements. Injector 1 is similar
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by each injector.

May 1 (in Beijing Time). We note the actual halts are likely
to be a sub-interval of what we have discovered. All of these
occasionally happened halts lasted less than 6 hours and most
of them happened during work hours in China.

Relationship between injectors and the IP drop seen in
Figure 2. We analyzed the IPs used by the injectors over
time, specifically before and after the decrease in the number
of distinct IPs injected on November, 2019. The decrease has
no effect on Injector 1 as it always uses the same four distinct
IPs. However, Injector 2 and Injector 3 initially use a pool of
958 and 1,506 IPs to send injected DNS replies, respectively.
After the drop, both Injector 2 and 3 use the same IP pool
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Figure 7: Total number of injected packets per injector re-
ceived each day across time. The gaps are all due to disrup-
tions of the measurements.

(with 212 IPs) for their injected DNS replies.

4.3 Localizing the Injectors
We next attempt to localize the three injectors identified in
§4.1. We use the commonly employed method of sending
packets with incrementing IP TTL values until we receive an
injected DNS reply to identify where on our path the packet
injector lies [1, 18, 23, 26, 29]. For this test, we focus on a
single domain that we observed to trigger all three injectors:
www.google.sm. We then send DNS queries for this domain
from our VPS in the US to the VPS in China.

Based on these TTL limited probes, we were able to ob-
serve that Injectors 1 and 2 are located 15 hops away from our
US VPS. For comparison, our Chinese VPS is 25 hops from
our US VPS. However, we observed an unusual behavior with
Injector 3, where we did not see an injected DNS reply from
Injector 3 until the initial TTL on our probe packet is set to
29. Given that the destination IP of our probe packet was only
25 hops away, this behavior seemed unusual. However, upon
closer inspection, we determined that this behavior stemmed
from Injector 3 echoing the incremented TTL of the probe
packet in its injected reply.
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Figure 8: Illustration of how Injector 3 mirroring the IP TTL
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Figure 8a shows that when the IP TTL of the DNS query is
29 the corresponding injected packet has a high enough TTL
to reach the sender. Figure 8b shows that when the IP TTL of
the DNS query is below 29, the initial IP TTL of the forged
response is too small to reach the sender.

Figure 8 illustrates this phenomenon. We find that when the
probe packet has a TTL of 29, the injected reply has an IP TTL
of 1 when it reaches our US host. Similarly, when the probe
packet has a TTL of 30 the TTL of the injected reply is 2, and
so on. The precise probe TTL needed to observe this behavior
is 2n−1 where n is the number of hops between the probing
host and the packet injector. We note, that this discussion
implicitly assumes symmetric paths between the injector and
the probing host. This behavior could potentially be used to
identify asymmetric routing on paths (when a domain that
will trigger multiple injectors is used), but we leave more in
depth analysis of this to future work.

We also compare the time between sending our DNS query
and when we receive the injected reply to get a sense of where
the injectors are located. Specifically, we compare the delays
of the three injectors and find that more than 90% of the time
the delays are within 0.2 ms of each other. This would support
the theory that these three devices are installed in the same
physical location.

We repeat these experiments from seven hosts outside of
China (our VPS in the US and cloud-hosted VMs in the
Netherlands, Singapore, UK, France, Canada and India) with
consistent results.

5 Multi-path Results

In Section 2, we describe our method to send our DNS queries
to 36K Chinese prefixes. Our goal here is to confirm that our
results are robust, to the location of the host that we focus on
for our longitudinal experiment. Figure 9 shows the result:
each bar corresponds to the combination of injectors that were
observed and the height of the bar corresponds to the percent
of prefixes where this combination of injectors was observed.

Of the 36K prefixes we direct our query towards, we find

Injector3

Injector2

Injector1

InjectorX

050

79.6

78.3

76.4

4.00

0

20

40

60

P
e
rc

e
n
t 

o
f 

p
re

fi
x
e
s

61.54

13.0211.74
8.40

2.781.09.94 .23 .14 .09 .02  .02 .01

Figure 9: Number of unique IP prefixes responding with dif-
ferent types of responses. InjectorX refers to the injectors that
have fingerprints other than the summarized ones.

that 62% of them observe all three DNS injectors. We observe
12% of cases where two of the three injectors are observed,
and 13% of cases where only one of the three injectors are
observed. For each IP address, we send 100 queries which sug-
gests that these cases are not just caused by transient packet
loss. We also observe some injectors that are not seen in our
longitudinal data in this broader study (denoted by Injector X
in Fig. 9). In total, there are around 4% of the prefixes where
we observe injectors not matching our fingerprints.

Interestingly, we see 8% of the prefixes, registered to 134
ASes, where no DNS injector is triggered. Using the RIPE
NCC AS visibility tool [24], we find 22% of these prefixes
have less than 15% visibility, suggesting our queries may
never reach these prefixes. For the remaining prefixes, we
use the RIR-based IP-to-ASN mapping provided by Team
Cymru [27] and find that half of these prefixes are registered
outside of China (e.g., a Chinese-based company registering
an IP address with ARIN). In these cases, the prefixes may
be located outside of China and not subject to censorship. It
worth noting that there are still 1,027 IP prefixes that seem
to be within China’s territory, but with no injected packet
observed. These IP prefixes correspond to 120 ASes. Upon
closer inspection we find that these ASes tend to be related to
technology companies or government agencies.

6 Conclusion

In this work, we analyze the DNS poisoning behavior of the
GFW across nine months. We observe groups of IPs used to
censor specific groups of domains and identify three distinct
DNS packet injectors. We localize and characterize the behav-
ior of these injectors and identify one injector mirroring the
TTL of the probe packets which has implications for studies
that use TTL-limited packets to localize DNS censors.

We have released our code and dataset to maintain re-
producibility and to stimulate future work, obtainable at
https://gfw.report/publications/foci20_dns/en/.

https://gfw.report/publications/foci20_dns/en/
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