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Abstract

Generational garbage collectors are one of the most common types of automatic memory management. We can minimize the costs they incur by carefully choosing the points in a program’s execution at which they run. However, this decision is generally based on simple, crude heuristics. Instead, we train random forest classifiers to decide when to collect based on features gathered from a running program. This reduces the total cost of collection in both time and space. We demonstrate useful generalization of learned policies to unseen traces of the same program, showing this approach may be fruitful for further investigation.

CCS Concepts • Computing methodologies → Supervised learning by classification; Classification and regression trees; • Software and its engineering → Garbage collection.
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1 Introduction

Generational, compacting garbage collectors (GCs) are one of the most popular types of automatic memory management in modern language run-time systems. The cost of garbage collecting varies widely at different points in time during a program’s execution, which implies that the total cost of collection can be minimized by carefully choosing the points at which to collect. Prior work [12] has shown how, given perfect knowledge of a program’s entire run on a certain input, we can optimally choose these collection points. For some programs and heap sizes, the cost savings are significant.

However, this model is unrealistic for a practical system, which could only have access to a relatively limited amount of data about a program’s execution so far. This raises the question: can similar benefits be realized when the decisions of when to collect are based only on this more limited information? In this work, we make strides toward answering this question in the affirmative.

First, we investigate what information could be useful to help decide when to collect. In theory, any method call or return, or any object creation, could be instrumented by a collector. However, instrumenting more than a few would impose unacceptable performance penalties. We apply random forest importance, a concept from machine learning, to this problem. It gives us a method of ranking how useful a certain feature is likely to be in informing us when a collection should be performed. Then, we can select a small number of features that have the highest importance.

Next, we explore how this information can be used actually to decide when to collect. We develop a proof-of-concept collection policy based on random forest classifiers. At each time step, the current features are used to decide whether, and what type, of collection to perform.

Finally, we evaluate our methods on traces of executions of Java programs. We show that for many programs and heap sizes, we can realize significant cost savings, even when our decisions are only based on a small number of features.

The main contribution of this paper is the combination of existing trace collection and optimal cost calculation techniques with machine learning methods to produce a novel algorithm for finding efficient program-specific garbage collection policies. The rest of this paper is organized as follows. The next section discussed related work, placing this work in context. In Section 3, we detail our model of a generational garbage collector and the traces we use to simulate it. Next, Section 4 contains the main contributions of this paper. It explains the machine learning techniques we employ, and how they are used to construct a collection policy. In Section 5, we give experimental results showing the effectiveness of our techniques. Finally, Section 6 outlines some directions in which this work could be extended in the future.
2 Related Work

Prior work relates to this contribution in one of three primary ways: (1) it applies machine learning to a problem in garbage collection; (2) it addresses, directly or indirectly, the problem of when to trigger a garbage collection, whether or not it uses a machine learning technique; or (3) it lays the groundwork of our approach, which requires knowledge of optimal (or perhaps near-optimal) choices of when to collect.

2.1 Machine Learning Applied to GC

Adaptive control has a venerable history in automatic memory management, so it is not surprising that researchers have used machine learning to derive adaptive GC controls of various kinds. Singer et al. [22] used random forests to select which of three GC algorithms (serial, parallel, or concurrent) and which of two young-old heap size ratios (1:2 and 1:8) to use for various inputs in the context of a specific Java application, namely Map-Reduce. Shen et al. [21] similarly used machine learning to determine which collector algorithm to use based on per-program characterization of program inputs [15]. Akram et al. [1] presented a scheme to choose adaptively which kind of core on which to run GC in a heterogeneous multi-core system. Kang et al. [14] applied reinforcement learning to a kind of GC employed within solid-state drives, reducing the occurrence of occasional long wait times for application accesses. Marion et al. [16] developed decision trees to determine whether a given allocation site should pre-tenure objects allocated at that sure, i.e., allocate the objects directly into an immortal space, a long-lived space, or a short-lived space. This list may not be exhaustive, given how extensive the GC literature is.

2.2 Triggering Collection

Most other work and deployed systems trigger GC when some allocation space is full, or when its occupancy passes some threshold. This corresponds to what we call in this work the default policy, namely “collect when the heap is full” (or “when the young generation is full”). In such systems, the primary way to control when to garbage collect is to control the heap size. Most approaches to adjusting heap size are based on some model of adaptive feedback control: during a given program run, they observe past behavior and adjust heap size for the future. Often there are a number of user controls that can be adjusted (“knobs” one can turn), such as minimum and maximum heap size, minimum and maximum increases or decreases, or rates of increase / decrease, etc. Many deployed systems use heuristically developed adaptive heap sizing. An example is the Ergonomics system in HotSpot [23]. However, White et al. [24] found that applying control theory to the problem yielded a more responsive controller.

Previous work has addressed GC triggering, or adaptive heap sizing, for certain particular contexts, such as adaptive heap sizing to minimize battery use [6], applying temporal-difference reinforcement learning to trigger compacting or non-compacting GC in a concurrent system [2], and when to collect in an interactive system [9].

An approach that bears a family resemblance to ours is opportunistic collection. This led to the idea that certain points in a program run will tend to be better points at which to collect, and that perhaps they could be identified, maybe even as a program runs. Hayes [8] suggested triggering collection when certain key objects become garbage, because a method holding the last reference to the object has returned. Roh et al. [20] developed a sophisticated scheme to identify and exploit different allocation phases of a program, ones where the live size is growing (ramp phase), where it is relatively constant (plateau phase), and where it suddenly decreases (cliff phase). This also involved partitioning the heap according to the phase in which an object was allocated, etc. They determined phases at run time according to key methods, which they identified by the fact that these methods’ stack frames were roots for large volumes of long-lived objects.

2.3 Optimal Collection

Our prior work on after-the-fact analysis to determine which times to collect lead to optimal GC cost is essential to enabling the approach presented here. Jacek et al. [11] developed a method that determines approximately optimal choices of collection times. It used a machine learning method called least squares policy iteration, a linear method that is guaranteed to converge to an optimal model, within its range of models. However, those models do not necessarily converge to optimal cost. We later developed a dynamic programming approach that computes collection schedules with truly optimal cost [12]. It achieves this in $O(n^2)$ time where $n$ is the length of a trace. Both approaches rely on a detailed trace that gives object birth times and sizes, pointer updates, and object death times, such as supplied by Elephant Tracks [18, 19]. All of this is needed in the approach taken here, so that we can train a machine learning model based on to the quality of its decisions in any given situation.

3 Model of Garbage Collection

We now describe our model of a generational collector, the nature of the traces we obtained for runs of various Java programs, how we post-processed those traces to prepare for the learning task, and offer summary statistics about the specific traces.

1Note that our work examines an orthogonal question: For a given fixed heap size, when should we trigger collection to obtain lower collection cost, or so as to require less space with the same cost?

2The term seems to originate from [25], who also described a collector design [26]. However, that actual scheme is more adaptive as opposed to being driven more directly by program behavior.
3.1 Model of Generational Collection

We are concerned with a generational garbage collector. In our model there is a young and an old generation. Each has a chosen fixed size. The old generation must be at least as large as the young one. Java objects are first allocated in the young generation. When that generation fills, or at some earlier time if the collector so chooses, the young generation may be collected, using a procedure called young collection. A young collection copies objects reachable from running Java threads and global variables, and ones reachable from objects already in the old generation, to the old generation. The old contents of the young generation are then discarded.

Another procedure the collector can apply is a full collection, where all objects reachable from running threads and globals are compacted together in the old generation, and the remaining contents of both generations are discarded. Notice that a young collection may preserve young generation objects that are referred to by unreachable old generation objects, while a full collection requires reachability from Java roots (threads and globals).

A young collection is generally cheaper than a full collection because the volume of objects examined is lower—a full collection traces through all reachable objects, and young space is smaller than old space. However, a full collection is necessary in order to reclaim space in the old generation. The collector can choose a full collection at any point, and must choose full collection if the space used in the young generation is more than what remains in the old generation.\(^3\)

There is also a special case: if the program desires to allocate an object that is at least as large as the young generation, then the young generation must first be emptied, by one kind of collection or the other, and the object will then be allocated directly into the old generation.

3.2 Cost Model

It is known that the running time of collectors that copy objects—the kind we consider here—is roughly proportional to the volume of objects copied, so we use the number of bytes copied as our cost model. Therefore, the cost of a young collection is the volume of objects copied from young to old space, and the cost of an old collection is the size of all the reachable objects. Other cost models are possible, such as charging a "rental" for volume of data in the heap at each time step. Our work focuses on minimizing total garbage collector effort, rather than trying to reclaim heap space as quickly as possible.

3.3 Collection Schedules and Policies

We next consider our GC model from a Reinforcement Learning point of view. At each time step in the execution of a trace, we want to select the action—no collection, young collection, or full collection—that yields the lowest cost over the entire trace. The algorithm of Jacek et al. [12] computes the optimal schedule: a list of which action is optimal at each step. However, this is only useful for a single program and input. A list of optimal actions for one trace gives us no information about how to choose good actions in a different trace. Instead, we seek a collection policy—a function that takes measurable features of a program’s execution as input and gives predictions of the optimal action as output. A good policy would use these features to give action predictions for previously unseen inputs to a program.

This is a difficult task. By collecting early, we can select points that have lower volumes of live data and thus lower costs. However, early collections can lead to more frequent collections, and the cost of these additional collections can eliminate any savings. Furthermore, the exact points at which collections are performed influence which objects are promoted in future young collections. These effects are complicated and may not be realized until many steps in the future. In past unpublished studies we found that locally optimal collection, i.e., choosing a point to collect between the current time and the time when young space has just been filled, such that young space collection cost is minimized, does not lead to globally optimal collection. Globally optimal collection is a combinatorial optimization problem, and it requires exact knowledge of future behavior. However, given features about the execution of a program, such as we use in the work reported here, gives hope of reasonably accurate prediction of that future behavior, at least for some programs.

3.4 Nature of Our Traces

We used the Elephant Tracks (ET) tool [18, 19] to obtain sequences of event records from executions of Java programs. There are two kinds of relevant events in these traces: control events (method calls, returns, etc.) and heap events (object allocation, pointer updates, object death). Like its intellectual predecessor Merlin [10], ET computes precise death times for each object, i.e., the point at which the object became no longer reachable. ET’s strategy for this is to record when references to heap objects are destroyed. The point of destruction is a possible end of reachability for the referent; in any case, the referent was definitely reachable up until the point of destruction. ET then determines death time as the last time an object was reachable from a root.

We post-process these event traces in two significant ways:

\(^3\)This differs from the rule used by Jacek et al. [12]. That rule allows a young collection if the volume of young objects that will be copied will fit in old space. However, this fact cannot always be known until after one attempts the young collection. While it is possible to imagine collectors that can recover from the situation of copies that will overflow old space (see, e.g., McGachey and Hosking [17]; it is not clear how widely this is used), it seems more typical to apply the more conservative policy we use here, because it simplifies collector implementation. The adjustment to the dynamic program of Jacek et al. [12] was straightforward and did not impact the asymptotic running time of that algorithm, etc.
1. By simulating the heap events (allocations, pointer updates, and deaths), we can determine the pointers within each object when it dies. We then use that information to compute the pre-birth time for each object, a concept introduced by Jacek et al. [12]. Consider conceptually a heap large enough to hold all objects allocated during a program’s execution. Suppose we inspect that heap at the end of the run and determine, for a given object o, the set of objects from which we can reach o in the heap, i.e., the predecessors of o in the heap graph. (The heap graph is the directed graph where objects are nodes and pointers are the directed edges.) The pre-birth time of o is the minimum (earliest) of the birth (allocation) times of o’s predecessors.

Knowing the pre-birth time is significant because it enables direct determination of whether a given young collection will preserve o. Of course o will be preserved if it is live (reachable) at the time of the collection—a requirement of garbage collector correctness. However, if the previous collection (young or full) occurred between the pre-birth and birth time of o, and the next collection is a young collection after o dies, o will also be preserved. (In the terminology of Jacek et al. [12], this is the cases in which o is baggage.)

2. We group events of the trace. Every 256 Kbytes of allocation forms an allocation group, and we also group the control events that occur in the same interval. Specifically, if adding a second or later object to the current group would cause the group’s size (bytes allocated) to exceed 256 Kbytes, then the allocation event of that next object starts a new group. Groups are reasonable in that most real allocators will make a decision about whether to run the garbage collector only as a block of some size fills. Groups serve several purposes in this work.
   - Groups facilitate calculating optimal collection schedules efficiently, as discussed by Jacek et al. [12], because we can deal with whole sets of objects at once rather than handling each object separately.
   - Pre-computed groups further insures consistent definition of the possible times for collection across heap sizes and previous collection histories.
   - Groups are our basis for defining feature vectors from the control events of a trace. In particular, within a group we compute for each Java method two features concerning calls of that method: the number of times the method was called, and a 0/1 feature that indicates just whether the methods was called at all. Each source of control events determines a similar pair of features: calls of a method, returns from the method, exception throws and catches, calls from a given call site, and allocations at a given allocation site. We also have features for the number of bytes allocated at an allocation site, and the number of array elements allocated at a site that allocates arrays.

A given program may have tens of thousands of possible features. Typically only about 10% of the possible features are actually used in a given execution, and of course many of those are zero in the time window of a given group. Still, the number of features is large, so ultimately it is important to control how many are used in a learned policy function. This is true both because obtaining a feature’s value at run time has a cost every time the feature’s event occurs, and because evaluating the learned function will be costly if it uses a large number of features.

3.5 Trace Products
There are two key post-processed products for each trace:

**Allocation cohorts:** A cohort is a set of objects whose pre-birth times fall into the same group, whose birth times fall into the same group, and whose death times fall into the same group. Because those times entirely determine the collector’s behavior and costs (under our models), for modeling collection behavior all we need to know is the set of cohorts and their sizes.

**Feature vectors:** Concerning the feature vectors, feature numbers for the same method may vary from trace to trace, since the overall set of methods can be different. When we handle multiple traces from the same program, we first map all the features of the individual traces onto the union of features across the traces.

An additional trace product is the number of times instrumentation would be triggered for each feature, i.e., an estimate of the relative cost to obtain that feature at run time. (At present we do not exploit this information.)

3.6 Trace Details
Table 1 lists the programs from which we gathered traces, indicating the number of traces for each program and the ranges of number of groups, number of cohorts, bytes allocated, and maximum live size (maximum number of bytes reachable at once) for the traces of that program. Except for javac, these are all from the DaCapo benchmark suite [4], though we developed additional inputs for most of them. In the case of javac, the program is a modified version of the original SPECjvm benchmark of the same name, but modified to avoid caching of class file information across compilation of multiple classes, to simulate better what a compilation server might be like. Across the programs there is considerable variation in the statistics, and for many of the programs considerable variation across traces.
4 Learning Algorithm

Our algorithm reduces the problem of finding an efficient policy to a supervised classification problem. We treat each action as a class label. For a given program and input, the dynamic programming algorithm of Jacek et al. [12] provides us with a method of calculated the optimal action, and thus ground-truth label, of each point in the trace. We can use this data to train any supervised classification model. Afterwards, the model can be used to classify points from traces of new inputs to the program. The predicted class of each time step gives us a prediction of what the optimal action is at that step. The classifier therefore serves as our collection policy.

However, the total number of features in our traces is far greater than what could be used in a practical system. Our features are counts of method calls and returns, and object allocations. In a production system, the compiler would have to insert instrumentation that increments a counter at each point that corresponds to one of the features we use. Clearly, if we use too many features in our policy the cost of this instrumentation will quickly outweigh the benefit of our improved collection policies.

To overcome this, we first perform feature selection via random forest importance to decide which features to use. In this method, a large number of decision trees are constructed using random subsets of our training data and the full set of possible features. The importance of each feature is then a measure of to what extent the accuracy of these trees depends on each feature. We then select a small set of the most important features.

We also investigated different feature selection methods based on the regularization of linear models. Initial experiments suggested, however, that the linear models were not powerful enough to capture useful policies accurately. Principle Component Analysis, another popular method of feature extraction, is not appropriate for our uses. It calculates a new, smaller set of features from linear combinations of the existing features. In the problem we investigate, in order to construct these new features, we would still have to instrument all of the original features.

After selecting the most important features, we use our reduced sets of features to build our actual classifiers with random forests [5]. This is somewhat similar to our feature selection step. But, when we construct the decision trees that make up our collection policies, we restrict them to using only the reduced set of selected features.

### 4.1 Hellinger Trees

Our learning algorithm is based on decision trees. Each internal node of the tree holds a feature ID number and a threshold. To decide which action to take at a time step, we begin at the root node, and compare the current value of the feature against the threshold. If it is less than or equal, we proceed to the left child of the node, and if not, we proceed to the right child. Eventually we reach a leaf, which lists the probability that each action should be taken.

Decision trees are built recursively by greedily selecting the feature and threshold that best splits the examples to be classified into left and right groups according to some measure. The most common measures, Gini impurity and information gain, are not suitable for our purposes. This is because the distribution of the actions in our data are highly skewed. In optimal schedules, most of the time no collection should be performed. Young collections are rare, and full collections rarer still.

To overcome this limitation, we rank splits according to the Hellinger distance, which is much more robust to skewed distributions [7]. To see how it is calculated, consider the case where we are distinguishing between only two classes; denote them $-$ and $+$. A given split creates two conditional probability distributions. Each represents the chance that an example will be passed along to either the left or right child, given that it belongs to a given class. The PMF (probability mass function) of one distribution is given by $P(L|−)$ and $P(R|−)$, and the PMF of the other is given by $P(L|+)$ and $P(R|+)$. The Hellinger distance is then one measure of the distance between these two distributions. The calculation is:

$$d_H = \sqrt{1 - \sqrt{P(L|−)P(L|+) - \sqrt{P(R|−)P(R|+)}}}. \quad (1)$$

To visualize the Hellinger distance, note that these two distributions form vectors in a two-dimensional space. The

---

<table>
<thead>
<tr>
<th>Program</th>
<th>Traces</th>
<th>Groups</th>
<th>Cohorts</th>
<th>Alloc (MB)</th>
<th>Max Live (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>avrora</td>
<td>4</td>
<td>181–1606</td>
<td>944–19603</td>
<td>45–400</td>
<td>3.6–105.7</td>
</tr>
<tr>
<td>batik</td>
<td>11</td>
<td>99–586</td>
<td>586–4766</td>
<td>25–186</td>
<td>5.0–24.6</td>
</tr>
<tr>
<td>fop</td>
<td>12</td>
<td>124–6560</td>
<td>1024–47124</td>
<td>30–1587</td>
<td>5.0–38.3</td>
</tr>
<tr>
<td>luindex</td>
<td>5</td>
<td>26–27</td>
<td>170–183</td>
<td>6–6</td>
<td>2.0–2.0</td>
</tr>
<tr>
<td>lusearch</td>
<td>3</td>
<td>2744–43921</td>
<td>9936–155178</td>
<td>664–10510</td>
<td>2.0–2.2</td>
</tr>
<tr>
<td>pmd</td>
<td>19</td>
<td>53–5043</td>
<td>358–134539</td>
<td>13–1202</td>
<td>1.7–168.0</td>
</tr>
</tbody>
</table>

---
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Hellinger distance is then the Euclidean distance between the square roots of these two vectors. It reaches its maximum value, 1, when the two distributions are completely disjoint, and is zero if the distributions are equal. We select the split with the largest distance between the distributions it induces. Note, however, that we have three actions, and therefore three classes. This gives us three different conditional probability distributions. There is little guidance in the literature as to the best way to combine the distances between these three points into a single measure of the quality of a split. We take what is arguably the simplest option, and use the sum of the three pairwise distances between the three distributions.

As we build the tree we split the examples into smaller and smaller groups. Eventually, either a given group contains only one action, or no features and thresholds will further subdivide it. In this case, we add a leaf that records the distribution of actions in the group. We use Laplace smoothing, a technique that helps to avoid overfitting. It adds one to the count of examples in each class. This reduces the confidence the classifier has in the empirical probabilities when the number of examples at a leaf is small, and ensures that at every leaf every action has at least a small probability.

4.2 Importance
Importance is a concept originally developed to investigate the internal workings of random forests [5], but that has also been used as a method of feature selection [3]. For each tree of a random forest, a training set is chosen by randomly selecting examples from the full training data with replacement. The examples that are not selected then naturally form a different random test set for each tree. We can use these sets to calculate the importance of each feature.

First, we calculate the classification accuracy of the tree on the test examples. Then, we randomly permute the values that a certain feature takes among these examples, and we calculate the tree’s classification accuracy again. When these two are compared, the more that permuting the values decreases the classification accuracy, the more important we conclude the feature is to the classifier. The overall importance of a feature is then the average of its importance to each tree in the random forest. We then select the most important features for use later in our final classification algorithm.

Note that it is typical to build each tree in a random forest using a random subset of features, as well as a random subset of training examples. When we attempted to do this on our data, most trees did no better than random at classifying training examples. So, we were unable to calculate meaningful importance values. This is likely because, as discussed in Section 5, the vast majority of the features do not carry information relevant to our task. Instead, as we calculate feature importance, each node in a tree is able to select greedily a feature and threshold for its split from the entire set of features and values in the data.

4.3 Learning a Policy with Random Forests
Once we have calculated importance values for all the features in the data, we select a small set of the most important features, and use them to learn our collection policies. These also take the form of random forests of Hellinger trees, similar to what were used to calculate feature importance. However, the feature used at each node of the trees is selected uniformly at random, though the threshold is still selected to maximize the Hellinger distance of the resulting split. It is well known that the performance of ensemble classification algorithms is proportional to the strength of the individual classifiers, but inversely proportional to the correlation between them. Using our reduced set of features, the classification trees have reasonable strength even when the feature at each node is chosen randomly. This random selection also decreases the correlation between the individual trees, improving the overall classifier.

Once the random forest is built, it is straightforward to use it as a policy. At each time step, we run the current features of the trace though all the trees in the forest, each of which yields a probability that each action should be taken. Then, we take the average of these probabilities and select the most probable action. In case the predicted action is not feasible according to our GC model, we simply fall back to the default policy.

5 Empirical Results
5.1 Importance
One importance calculation is performed for each program; the traces for all the inputs to the program are combined into one large training set. For each program, we build a forest of 100 trees. Each tree is trained on a random set of examples generated by sampling with replacement from the total training set and equal to it in size.

Figure 1 shows the importance values for the javac program, though the results for every program in our suite are very similar. Clearly, the overwhelming majority of features are not useful for building a policy. Most of the information about which action should be taken is contained in the several dozen top features. The high classification accuracy, even using randomly shuffled feature values, is likely due to the highly skewed nature of our data. Simply predicting that no collection should be performed at any time step is correct a large amount of the time.

In addition to the features detailed in Section 3, we add two: the fractions of the young space and old space that are full. These turn out to have particular noteworthiness. For every program in our suite but one, the fraction of the young space used is the most important feature, and in the remaining case it is 3rd most important. The fraction of the
Here, javac refers to the com.sun.tools package, # refers to a counted feature, any refers to a 0/1 feature, and elements means the number of elements allocated in arrays of the given type at the given call site. Some of these features, such as JavaCompile.close, suggest significant phase changes, such as being done with compiling one class file and moving on to the next one, while others would require deeper analysis and profiling to tease out why they are important for this learning task. In any case, this illustrates the usual virtue of decision trees: they tend to lead to models more interpretable by humans than do many other learning methods.

The time to perform the importance calculation is quite large due to the extreme number of features that must be considered at each split in each decision tree. We list the times taken for our calculations in Table 2.

5.2 Policy Performance

For policy training, we selected the 32 instrumented features with the highest importance as an approximation of the number that could be used in a practical system. The fraction of the young and old spaces that are occupied would also be available to a system so they are also included, bringing us to a total of 34 features. First, we trained a single decision tree on each trace in our set, and then tested its performance on that same trace. In all cases, the learned trees were able to perfectly reproduce the optimal policy. This likely indicates that they were overfitting to their training data, but it does suggest that the selected features are informative enough to represent good policies.

Next, we investigated how well our learned policies could generalize across different inputs to a program. For this we used random forests, and each was built with 1000 trees. We selected this large number in order to give our policies the best chance of performing well, since random forests do not tend to overfit as the number of trees they contain is increased. A practical system would require additional engineering to reduce this number and minimize the time the policy needs to make its decision. Still, our results give insight into what might be possible for any practical system.

We performed leave-one-out cross validation of our policy by training a random forest on all but one input to a program. The resulting policy was then simulated on the remaining input. We repeated this procedure for every input in our suite.

Our training data represented optimal schedules for old spaces sized to be three times the maximum live size of the trace. For all programs except luindex, we used a young space size of 8MB. This size is large enough that luindex did not perform any collections, so instead we used a young space size of 2MB for that program only.

We tested each of our learned policies on 100 different old sizes ranging from 1 to 5 times the maximum live size of the javac benchmark.

<table>
<thead>
<tr>
<th>Kind</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>fraction</td>
<td>young space used</td>
</tr>
<tr>
<td># calls</td>
<td>javac/util/DefaultFileManager.flush</td>
</tr>
<tr>
<td># calls</td>
<td>javac/util/Log.hasDiagnosticListener</td>
</tr>
<tr>
<td>fraction</td>
<td>old space used</td>
</tr>
<tr>
<td>any returns</td>
<td>javac/util/Name$Table.dispose</td>
</tr>
<tr>
<td># calls</td>
<td>javac/util/List.nil</td>
</tr>
<tr>
<td># elements</td>
<td>javac/util/Convert.utf2string12e2:[C</td>
</tr>
<tr>
<td>any calls</td>
<td>java/lang/Double.doubleValue</td>
</tr>
<tr>
<td># returns</td>
<td>javac/main/JavaCompiler.close</td>
</tr>
<tr>
<td># calls</td>
<td>javac/util/List3.hasNext</td>
</tr>
</tbody>
</table>
Table 2. Time to perform importance calculations

<table>
<thead>
<tr>
<th>Program</th>
<th>avrora</th>
<th>batik</th>
<th>fop</th>
<th>javac</th>
<th>luindex</th>
<th>lusearch</th>
<th>pmd</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (hrs)</td>
<td>0.48</td>
<td>2.24</td>
<td>18.93</td>
<td>27.75</td>
<td>0.010</td>
<td>20.09</td>
<td>31.36</td>
</tr>
</tbody>
</table>

Figure 2. Policy costs for javac asm. The results from one program and input, javac on asm, are given in Figure 2.

Figure 2(b) shows the same data as Figure 2(a), but the cost values have been shifted and scaled to bring the cost of the optimal schedule to 0 and the cost of the default policy to 1. The graphs show that the performance of the learned policy does not generalize well to small heap sizes, but for most of the range it achieves about half the possible improvement.

Unfortunately, not all traces fare as well. Figure 3 shows similar graphs for the large60 input to the batik program. For most of the range, the learned policy simply reproduces the default policy. For some traces, it does so for its entire range. However, the performance of the learned policies varies between inputs to a single program, not simply across different programs. Figure 4 illustrates a different input to the batik program on which the learned policy has much better performance than the default.

Figure 3. Policy costs for batik large60.

Next, Figure 5 gives the distribution of scaled costs for every program and input in our suite. About half the time, the learned policy is identical to the default policy, and in rare cases worse. However, in many cases the learned policy is better. It gives a mean of about 20 percent of the possible improvement so long as the heap size is not too small. In a few cases, it equals the optimal schedule.

Then, Figure 6 presents the same data with the costs scaled to multiples of the optimal cost with a heap size of three times the maximum live size of the trace, the size at which the policy is trained. It shows that the costs of all three policies
are greatest with small heap sizes. As the heap size increases, the costs of the policies slowly approach each other, with the cost of the learned policy remaining between those of the default policy and optimal schedule.

Finally, we show the time needed to train our random forest classifiers in Table 3. The greatly reduced set of features leads to much faster times compared to the importance calculation.

6 Conclusions
We have shown that it is possible to learn GC policies that improve collector performance even on new inputs. To our knowledge, this is the first work in the literature to apply machine learning techniques to the problem of optimizing generational garbage collection times.

A number of avenues remain open for future research:
- There are different performance costs to instrumenting different features. A practical policy may benefit from selecting features in a cost-aware manner.
- We have simply selected the most important features, but some of these may be highly correlated with each other and thus redundant. A more sophisticated selection scheme may result in a more informative set of features, and give better results for the same number of features.
- Classifiers other than random forests may give better performance on this task. For example, our random forests classify each time step on its own and do not make any use of the fact that our data form ordered series. Likewise, it is possible that neural net models, for example, might do better (although a quick check suggested that in this simple case they did worse).
- For each program and input, our classifiers are trained on a single trace using a single heap size. Including additional heap sizes in the training data may help the learned policies to generalize to new inputs and heap sizes. This may address the issue of the sometimes bad performance for small heap sizes.
The policies are also given only the exactly optimal schedules as ground truth, but many schedules have costs only slightly higher. Training on these slightly sub-optimal schedules as well may improve the performance of our policies by offering more training data and avoiding over-sensitivity to the exact decisions needed to achieve optimal cost.

Much work remains before collection policies similar to those we investigate here could be put into production in real run-time systems. We have, however, made the important first steps toward using machine learning techniques to decide when generational garbage collectors should be run in order to optimize their performance, and we have shown that further investigation may be worthwhile.
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