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Purchased as a gift and giftee loved it. 

Five stars. My go to headphone for the gigs.

Love these headphones!

10/10 will buy again. Great sound!

Snags my hair when I pull the headphone.

It over ear style looksreally cool !

Broke in the first week. Not worth it.

Could you some more color options.

Fig. 1. Serendyze is a text analytics system that uses two novel interventions — exploration metrics and a bias mitigation model
— to enable readers to more comprehensively explore short free-form texts such as product reviews. The exploration metrics help
readers to track their data exploration across different facets such as sentiments. The bias mitigation model suggests reviews that are
semantically and sentiment-wise dissimilar to what the readers have been exploring so that they can discover a broader range of
reviews. Integrated with an interactive interface, these features enable readers to gain comprehensive knowledge about the data prior
to decision-making.

In this study, we investigate how supporting serendipitous discovery and analysis of short free-form texts, such as product reviews

can encourage readers to explore texts more comprehensively prior to decision-making. We propose two interventions — Exploration

Metrics that help readers understand and track their exploration patterns through visual indicators and a Bias Mitigation Model that

maximizes knowledge discovery by suggesting readers sentiment and semantically diverse reviews. We designed, developed, and

evaluated a text analytics system called Serendyze, where we integrated these interventions. We asked 100 crowd workers to use

Serendyze to make purchase decisions based on product reviews. Our evaluation suggests that exploration metrics enable readers to

efficiently cover more reviews in a balanced way, and suggestions from the bias mitigation model influence readers to make confident
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data-driven decisions. We discuss the role of user agency and trust in text-level analysis systems and their applicability in domains

beyond review exploration.

CCS Concepts:̂Human-centered computing ! Human computer interaction (HCI) .

Additional Key Words and Phrases: serendipity, text exploration, bias mitigation model

ACM Reference Format:

Mahmood Jasim, Christopher Collins, Ali Sarvghad, and Narges Mahyar. 2020. Supporting Serendipitous Discovery and Balanced

Analysis of Unstructured Text with Interaction-Driven Metrics and Bias-Mitigating Suggestions. 1, 1 (February 2020), 34 pages.

https://doi.org/10.1145/1122445.1122456

1 INTRODUCTION

Short free-form online texts can considerably in�uence how readers acquire knowledge on critical issues [106], develop

perception on current a�airs [100], and make crucial data-driven decisions [118]. Especially, in the online commerce

scenario, free-form text such as product reviews are often considered as the most in�uential factor behind sales and

attitudes towards a product [35, 106]. As such, customers of online products often depend on product reviews to make

purchase decisions [47, 106]. However, due to the digital data deluge [55, 65], coupled with a limited amount of time to

accrue insights from raw text data [65, 83], potential customers of online products often struggle to comprehensively

peruse and tease apart valuable insights from the mundane and the redundant [55, 83, 103]. As such, a broad range of

commercial decisions, ranging from minor personal paraphernalia to major investments, are often made based on an

incomplete exploration and understanding of the underlying product reviews [49, 65, 106].

Due to the expansive problem domain, interdisciplinary researchers from human-computer interaction, natural

language processing, and information retrieval have often collaboratively investigated and proposed several methods to

enable comprehensive sensemaking of texts [2, 5, 46, 114]. While these methods provide aggregated statistics and overall

summaries, they often overlook unpopular and marginalized opinions by favoring popular or recent information [18, 57].

Prior works also suggest that users' innate cognitive biases often in�uence how they interact with analysis systems [108].

For instance, people who are oversensitive to consistency [42, 108] tends to interact with data that supports the largest

encompassing hypothesis, dismissing other data. When reading product reviews, this bias may in�uence a reader to read

reviews that are predominantly positive or negative [49] Furthermore, persistence of impressions based on discredited

evidence [42, 108] often results in continuous interaction with data supporting a hypothesis that has been disproved.

This bias may prompt readers to ignore reviews that highlight issues with their preferred products. These biases often

manifest when users are overwhelmed with large amounts of data, resulting in them following their preconceptions,

anchoring biases, and using biases as �lters to explore underlying data [109]. This manifestation of innate bias is

inadvertently ampli�ed by systems that respond to users' interactions and preferences � leading to the facilitation of

an incomplete, ine�ective, and often biased data exploration prior to decision-making [107, 108]. As a result, current

approaches towards aggregated analysis alone might not be e�ective in opinion analysis of product reviews where

decision-making is dependent on comprehensive exploration and rigorous text analysis [65, 83, 108].

Recent interest in data exploration and discovery [64, 71] along with beyond-accuracy metrics [57] has prompted

research into identifying and presenting diverse and serendipitous information to increase people's coverage and

understanding of the data. Coupled with information visualization research geared towards providing navigational

Manuscript submitted to ACM

https://doi.org/10.1145/1122445.1122456


105

106

107

108

109

110

111

112

113

114

115

116

117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136

137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

153

154

155

156

3

cues to investigate how readers interact with visual artifacts [95, 107, 111], serendipitous information1 � information

that is yet unexplored by the readers and may add to their knowledge of the underlying data � has shown promise in

expanding the depth and breadth of data exploration [79, 95, 107]. However, these existing methods that encourage

data exploration by increasing data coverage and mitigating biases were not designed for texts, and their e�ectiveness

on numerical or categorical data may not translate to texts.

Other approaches provide summaries based on text analysis methods, such as topic modeling [3, 51], keyword

extraction [105], and sentiment analysis [43]. However, these summaries may not always be representative of information

present in the actual text [52]. Moreover, summarization and aggregation might lead to the marginalization of unpopular

opinions [57, 73]. As such, it might be bene�cial to support serendipitous discovery and analysis at the text level to

supplement summary-level text analysis to enable readers to explore product reviews more comprehensively.

In this work, we investigate interventions for supporting serendipitous discovery and analysis to help readers

comprehensively read and tease apart valuable insights from short free-form texts in a balanced way. To that end, we

investigate a two-pronged approach. First, we provide three interaction-driven exploration metricsVisit � a measure

of text a reader has explicitly interacted with,Coverage � a measure of text covered by a reader implicitly, that are

similar and redundant to the text they have already visited, andDistribution � a measure of the relation of text the

reader has visited from di�erent facets, such as sentiments, to the true distribution of that facet in the dataset. Second,

we propose abias mitigation modelto improve knowledge discovery and balance overall text exploration. The model

tracks how a reader has been visiting texts and generates suggestions that are semantically and sentiment-wise di�erent

from what they have visited already.

The interaction-driven exploration metrics act as an awareness mechanism to enable readers to understand and

track their data exploration progress and patterns through visual indicators. They highlight which reviews the readers

have implicit and explicit knowledge about as well as the reviews that are left unexplored. The bias mitigation model

enables serendipitous discovery and o�ers a complementary view of texts. It helps readers to balance their holistic

understanding, increase data coverage, and mitigate bias towards speci�c sentiments in texts by providing them with

suggestions that are di�erent from what they have visited already.

We integrated the exploration metrics and the bias mitigation model with an interactive text analytics system,

Serendyze. We use Serendyze to investigate the following questions:

(1) RQ1:Does supporting serendipitous discovery and analysis help readers to perform in-depth exploration to

cover more texts?

(2) RQ2:How do readers' text exploration behaviors change when they have access to their exploration patterns?

(3) RQ3:How does suggestions from unexplored text impact readers' decisions?

In this study, we used product reviews as an example dataset for large-scale short free-form online texts due to their

availability and abundance. Furthermore, among myriad online products, we selected headphones as the candidate

due to their ubiquitous usage [104]. To study how serendipitous discovery and analysis impact review exploration,

knowledge gathering, and decision-making, we conducted a crowd-sourced between-subjects study in which 100

participants used Serendyze to select their most preferred headphones to recommend to someone.

The �ndings from our study demonstrate that exploration metrics and bias mitigating suggestions enable readers to

make more informed and con�dent decisions. We found that the majority of the participants who used both exploration

1The termSerendipityhas been de�ned in various ways by previous researchers [57, 105]. In this paper, we de�neserendipityas anunexpected yet
bene�cial discovery that adds to the knowledge of the readers about the data they are exploring.
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4 Jasim, et al.

metrics and suggestions were con�dent that they visited enough reviews to make an informed decision (16/25) as

opposed to the participants who did not use these features (10/25). The majority of the participants who used the

features were also con�dent that they had made the right decision (19/25) compared to those who did not (9/25).

Based on the collected usage logs, we also found that participants who used exploration metrics and bias mitigating

suggestionscoveredan average of234reviews before making a decision with a 12.28 coverage to time spent ratio,

compared to only66reviews covered by participants who did not use these features with 8.64 coverage to time spent

ratio. By the termcovered, we refer to the number of reviews the participants have explicit or implicit knowledge

about. We consider a participant hasexplicit knowledge about a review if they have visited the review by marking

it as read and they haveimplicit knowledge about reviews that are semantically similar to the reviews they visited.

The coverage numbers suggest that readers who used exploration metrics and bias mitigating suggestions had a much

broader coverage and knowledge of reviews.

The collected usage logs and responses to the post-study questionnaire also suggest that Serendyze helped the

participants (18/25) to gather comprehensive knowledge from reviews by enabling them to visit reviews in a balanced way

without leaning towards speci�c sentiments (positive, negative, or neutral). We consider a readers' review exploration

as �balanced� when the sentiments visited by the reader re�ect the true distribution of sentiments present in the dataset.

Furthermore, the participants who used the suggestions discovered reviews of opposing viewpoints that they were not

aware of before, which enriched their knowledge about the products and positively impacted their decisions.

Based on the �ndings from our study, we highlight our contributions as follows:

(1) A novel approach to support serendipitous discovery and analysis using three interaction-driven exploration

metrics and a bias mitigation model to enable more comprehensive text exploration prior to decision-making.

(2) Empirical evidence that demonstrates the utility of an example text analytics system called Serendyze, integrated

with functionalities to explore serendipitous information from product reviews. The system shows re�ective

metrics to readers about their data exploration patterns and suggests reviews they might not have considered

otherwise to accumulate comprehensive knowledge needed for informed decision-making.

(3) Discussions on how systems that support serendipitous discovery and analysis can combat biased text explo-

ration. We also discuss readers' agency in mixed-initiative systems and the expansion of text-level analytics

systems for critical data-driven decision-making beyond product reviews.

2 RELATED WORK

In this section, we review existing literature on free-form texts, such as product reviews, and their impact on knowledge

acquisition and decision-making. We also describe existing tools and techniques for product review analysis and how

serendipitous information discovery plays a role in text exploration and understanding.

2.1 Impact of Online Text on Decision-making

Online short free-form text contributes the bulk of information found in various domains including online commerce,

news forums, social media, and civic engagement platforms. Despite only a small part of the population (7%) generating

this information [91], online text may serve as a measure of public opinion that is immediate, spontaneous and often

honest [84]. Previous studies have shown how such comments have the potential to increase readers' understanding

of people's opinions, the reasoning behind their opinion formulations, and how decisions are made based on such

reasoning [40]. In the online commerce scenario, researchers have shown that product reviews are the most important
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factor that in�uences sales and attitudes towards a product [35, 106]. In 2020, Qualtrics revealed that 93% of consumers

mentioned how online product reviews impacted their purchasing decisions [87]. While ratings can act as an initial

�lter to �nd desirable products, it is the product reviews that enable a reader to decide which product to purchase [47].

2.2 Visual Analytics Approaches for Online Product Reviews

Researchers have explored various text analysis techniques such as opinion extraction, sentiment analysis, topic

modeling, and trend analysis, and combined them with visualizations to enable exploration and analysis of large-scale

short free-form text corpus, such as product reviews [4, 5, 24, 59, 62]. For example, to explore and analyze online product

reviews, OpinionBlocks provides an aspect-based summary of product reviews using a block visualization to present an

overview of positive and negative reviews [46]. Review Spotlight provides summaries of user reviews on restaurants

using objective-noun pairs organized as tag clouds [116].

To facilitate comparison of opinions among di�erent products derived from text mining across various features,

Carenini et al. proposed a multimedia interface [13] to aggregate opinions using bar chart visualizations. Opinion

Observer is another such system that enables comparison of people's opinions on product features based on opinion

mining by providing a summary of pros and cons of the product features [70]. Chen et al. utilized term-variation

patterns to identify underlying topics present in product reviews to facilitate the understanding of con�icting opinions

towards online products using a host of visualizations [17].

Others have experimented with extracting and presenting a�ective content from product reviews. For example,

Gregory et al. enabled user-directed a�ective content exploration in product reviews using variations of rose plots [37].

Furthermore, they experimented with thematic clustering based on keyword extraction to enable exploration of product

reviews [37]. OpinionSeer enables multilevel exploration of opinion data from hotel reviews with explicit consideration

towards uncertainty using augmented radial charts [114].

Prior works suggest that the majority of text analytics methods often focus on providing aggregated statistics and

summaries and put less emphasis on comprehensive exploration and knowledge discovery from the actual text [4, 59, 62].

The potential impact of product reviews on the decision-making process [87, 106] necessitates the investigation of

methods that may enable readers to acquire a comprehensive understanding of reviews prior to making critical decisions.

2.3 Tools and Techniques to Support Serendipitous Data Discovery and Analysis

Research in recommender systems, a subclass of information �ltering systems, focuses on identifying data items by

predicting how a user might rate the item [92]. Although research in this area has mostly focused on the accurate

prediction of user preferences, there has been a recent interest in exploring methods beyond traditional accuracy-based

metrics [57]. For instance, researchers have explored metrics to diversify data recommendations [101], provide novel

recommendations [119] or support serendipitous discovery of data items [80]. Among various beyond-accuracy metrics

explored in prior works [41, 57], serendipity has received signi�cant attention in the last decade.

The termserendipityis often referred to as the process of �nding valuable or surprising things that are not looked

for [7, 41]. Others have de�ned serendipity as a combination of surprise and relevance [41]. However, existing methods

adhering to such de�nitions have mainly focused on suggesting relevant data items and rejecting irrelevant ones [60, 75],

leading to neglecting unpopular or marginalized opinions. For instance, consider a reader who is reading product

reviews of headphones using a system that suggests reviews to the reader based on relevance. If the reader is reading

reviews that focus on the price, they will receive more, albeit di�erent, suggested reviews about price. They might not

be suggested reviews regarding other aspects such as color or sound quality because the system may consider these
Manuscript submitted to ACM
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aspects to be irrelevant based on what the reader has been reading. As a result, the reader might make a purchase

decision without learning about other aspects of the headphone that might be important to them. In contrast, we

consider serendipity to be anunexpected yet bene�cial discovery of information that adds to the readers' knowledge.Our

goal is to support the serendipitous discovery of unexpected information that could help readers broaden and improve

their knowledge acquisition instead of reinforcing their existing preconceptions with relevant data items.

Previous research in data visualization has explored ways to support serendipitous discovery and analysis of

data [3, 31, 51]. For instance, Bohemian Bookshelf provides visualizations for exploring book collections that enable

people to discover trends and relations within the collection in a playful manner [105]. Another work, Serendip, provides

a topic modeling tool with multiple views. It focuses on intermixing di�erent scales of data inquiry and information

types by visualizing the relationships between the data items [3]. Another visualization tool that promotes serendipitous

discovery is PivotPaths [31]. It enables playful and casual exploration of interlinked metadata using visual paths in

enticing arrangements to motivate people to explore the information. Footprints is another analytics tool that uses

multiple interconnected visualizations to help users navigate through news articles [51]. Footprints also enables people

to tag the data asRead, To Read, andUsefulto track exploration progress and data coverage.

While these tools provide functionalities to support the serendipitous exploration of documents, their e�ectiveness

for exploring relatively large text documents, including academic papers, books, and news articles, may not translate

to short free-form text such as product reviews. Furthermore, these tools often enable the exploration and analysis

of large text corpora at the summary level. For instance, PivotPaths enables serendipitous discovery of relationships

between facets such as author name, venue, and keywords, but not the actual text content of academic publications.

Similarly, Footprints enable serendipitous discovery of topics and other metadata such as dates and sources, but not the

text content of documents. The lack of systems to explore short free-form text data necessitates a deeper investigation

of how providing serendipitous information at the text level impacts the data exploration and analysis process.

2.4 Approaches to Increase Data Coverage and Avoid Biased Exploration

Prior work suggests that users of analytics tools are often prone to biases when exploring data [33, 108]. While

interacting with the data and system artifacts, a user's internal biases and presumptions towards the data can impact

the exploration and analysis process [49, 107, 108]. Such biases includeoversensitivity to consistency[42, 108], where an

analyst tends to interact with data that supports the largest encompassing hypothesis and they dismiss other data. In

product review domain, this bias may manifest and in�uence a reader to read reviews that are predominantly positive

or predominantly negative based on the aggregation of reviews [24, 49]. Furthermore, biases such aspersistence of

impressions based on discredited evidence[42, 108] in�uence analysts to continue interacting with data that supports a

hypothesis but has been disproved already. This bias can in�uence readers to make biased decisions based on their

brand or product preference, even when there are reviews that highlight issues with their preferred products. One

approach to mitigating such biases could involve exposing the di�erences between the data a user has explored and the

overall characteristics of the complete underlying data, making users aware of the existence of their innate biases that

are potentially injected during their data exploration [20, 49, 108].

Existing systems designed towards combating such biases often provide visual and navigational cues on how the

user has been exploring the data and interacting with the system to inform users of potentially biased interactions and

exploration [51, 95, 107]. For instance, Sarvghad et al. proposed a visual analytics tool to provide analysis history to

highlight the dimension coverage of data dimensions explored by the user [95]. These data dimensions are comprised

of di�erent attributes present in tabular data. The tool employed a variation of scented widgets to assist analysts in
Manuscript submitted to ACM
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forming questions based on their past data exploration patterns. Wall et al. [107] also experimented and modeled users'

potential biased behavior while using scatterplots based on the history of their data exploration patterns.

While these tools, methods, and experiments shed light on the potential of providing navigation cues to avoid biased

exploration and increase data coverage, they are mostly focused on ordinal, categorical, or numerical data. Furthermore,

these tools were not designed to investigate how providing such information may impact readers' knowledge acquisition

prior to decision-making. As such, the e�ects of supporting serendipitous discovery and analysis of reviews to help

readers explore, cover more information, and gather knowledge prior to decision-making remain largely unexplored.

3 SERENDYZE

Serendyze is designed and developed as an interactive text analytics system to propel readers to more comprehensively

explore and analyze short free-form texts prior to decision-making. For this study, we focused on product reviews

from Amazon, but Serendyze can be used with any text corpora, including social media posts and comments posted on

engagement platforms. Here, we describe di�erent components and functionalities integrated with Serendyze along

with the exploration metrics and bias mitigating model, which support serendipitous discovery and analysis.

3.1 Exploration Metrics

In this work, we propose three interaction-driven exploration metrics �Visit , Coverage, andDistribution . The

exploration metrics are designed to enable readers to track their data exploration progress and patterns (see Fig. 2).

3.1.1 Visit.Visit is a measure of reviews a reader has explicitly interacted with. To measure the Visit metric, Serendyze

maintains a list of reviews that the reader has marked as read as thevisited list, + . Visit is simply the percentage of

reviews marked as read by the reader from the total number of reviews for the product (# ) using equation 3.1.

+8B8C=

&
j+ j
#

'

� 100 (3.1)

3.1.2 Coverage.We de�ne Coverageas a measure of reviews the reader has knowledge of either explicitly or implicitly.

We assume that a reader hasexplicit knowledge about a review if they have visited the review andimplicit knowledge

about a review (G) if they have already visited another review (~) that is semantically similar to the review (G) [21].

For instance, consider two reviews on the same product: �Good Headphones, Great for price. The headphones work quite

well. They don't feel like great headphones but they have held up pretty well and produce good sound.� and �Great sound,

a�ordable. Great sound for the price and seem like they will last for a while. A good value for the price as well.� These

reviews are su�ciently semantically similar that they can be considered redundant. As such, if a reader visits one of

these reviews by marking it as read, we conclude that they havecoveredthe other review. The Coverage metric thus

tracks the percentage of reviews the reader has either explicit (visit) or implicit (semantically similar) awareness of.

To measure Coverage, we �rst convert each review to a vector representation which embeds semantic information

using Doc2Vec [68]. While Doc2Vec is a generalization of the popular Word2Vec [78] embedding, Doc2Vec's advantage

over Word2Vec is its applicability on variable-length documents, making Doc2Vec suitable for embedding short free-

form texts such as reviews. We decided to use Doc2Vec over other bi-directional language models, such as BERT [27]

and Elmo [86] as it is more interpretable and less computationally expensive [67] for measuring the semantic similarity

among reviews in zero-shot environments. However, due to the modular design of Serendyze, Doc2Vec can be replaced

with more contemporary transformer-based models for appropriate tasks.
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8 Jasim, et al.

Fig. 2. Three exploration metrics: A)Visit - a measure of text the reader has directly interacted with, B)Coverage - a measure of
texts covered by the reader implicitly through semantic similarity and redundancy, and C)Distribution - a measure of the relation of
text the reader has visited from di�erent facets, such as sentiments, to the true distribution of that facet. A filled cyan circle represents
explicit knowledge: a review the reader has directly interacted with (visited). A striped cyan circle represents implicit knowledge: a
review that the reader has not interacted with directly but hascoveredthrough direct interaction with another semantically similar
review. An unfilled gray circle represents a review the reader has not interacted with and has no implicit or explicit knowledge about.

Serendyze maintains three live lists of Doc2Vec vectors of reviews: visited (+ ), unvisited (* ), and covered (� ). When a

review is visited, pairwise cosine similarity [36] between+ and* is measured. Based on experiments and pilot studies,

we use a normalized similarity score of0”8 as the threshold to determine if a review is similar enough to be considered

redundant and placed in the covered list (� ). Any review from the unvisited list with a similarity value of at least 0.8

with any review from the visited list is added to the covered list (� ! ). Finally, the Coverage value is measured as the

percentage of covered reviews � reviews that a reader has implicit or explicit knowledge about � from the total number

of reviews (# ) for the product using equation 3.2. Note that the visited list (+ ) is a subset of the covered list (� ) as the

latter contains all visited reviews with additional redundant reviews.

�>E4A064=

&
j� j
#

'

� 100 (3.2)

3.1.3 Distribution.We de�ne Distribution as a measure of the relation of reviews the reader has visited from di�erent

facets, such as sentiments, to the true distribution in the dataset. For this study, we considered sentiments (positive,

neutral, and negative) as the facet to measure Distribution. However, these facets can be customized to include star

ratings, sentiments, topics, or other metadata or text mining results. In our study, Distribution is a measure of consistency

and equilibrium of a reader's review exploration of various sentiments. For instance, if a reader focuses heavily on

positive reviews while ignoring negative or neutral ones, we consider such exploration patterns as not well-distributed.

To measure Distribution, Serendyze counts the total number of positive, neutral, and negative reviews for a product.

During use, Serendyze maintains separate lists of positive, neutral, and negative reviews that a reader has visited. As

the reader continues to visit reviews, the proportions of visited sentiments are calculated using equation 3.4, where+-

is the visited list of sentiment- and* - is the unvisited list of sentiment- . - can be positive, neutral, or negative.

The Distribution metric is designed to help readers understand how well their visit history re�ects the true distribution

of sentiments. For example, if a dataset contains vastly more positive reviews than other categories, an unbiased sample

of the data would also contain more positive reviews. Because it measures proportions, by aiming for the Distribution

measure for each sentiment to be equal, the reader could ensure their understanding is re�ective of the dataset.

�8BCA81DC8>=- =
j+- j

j+- [ * - j
(3.4)
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While reading reviews, if a reader's Distribution metric for a sentiment exceeds the Distribution metrics of other

sentiments by more than 7%, it is �agged as a tendency to lean towards that sentiment. Note that Distribution detects

imbalance based on the proportions of reviews visited for each sentiment, not the absolute number. For example, if

a reader is focusing on positive reviews to the point where the proportion of positive reviews visited exceeds the

proportion of negative and neutral by 7% or more, we consider the reader's exploration is skewed towards positive

reviews. In this way, the measure helps readers stay aware of how their visited reviews re�ect the true distribution.

The threshold of 7% was determined in pilot testing. We found that a threshold lower than 7% too aggressively

penalized exploration of a certain sentiment. In contrast, a higher value allows readers to neglect other sentiments for a

longer period of time. The strictness of this threshold is fully customizable based on the facets and dataset used.

3.2 Bias Mitigation Model

In this work, we propose a heuristic bias mitigation model to extract and present suggestions to readers based on

their interactions with reviews. The model is designed to focus on supporting serendipitous discovery and balanced

analysis of reviews by providing suggestions that encourage readers to visit more reviews and improve their knowledge

acquisition about the products. To that end, the model suggests unvisited reviews that are semantically and sentiment-

wise dissimilar to the reviews the reader has visited already. The suggestions are generated to mitigate biased exploration

and guide readers to an understanding of the data, which is re�ective of the true distributions of the semantic and

sentiment diversity in the reviews. The complete algorithm to generate the model is presented in Algorithm 1.

There are two major components of the model: (1) Thedissimilarity measure that calculates how dissimilar the

suggestion is from the reviews that the reader has already visited and (2) Thesentiment measure that calculates if the

reader is focusing too much on a speci�c sentiment and neglecting others. The algorithm is called to generate bias

mitigating suggestions for every review visited and marked as read by the reader using Serendyze. Serendyze maintains

several lists, including lists of Doc2Vec vectors of visited (+ ) and unvisited (* ) reviews, and a list of suggestions the

reader has visited (( ). The list of visited suggestions also contains �ags about the primary reason a suggestion was

made (to maximize dissimilarity or unbias sentiment).

For each prospective suggestionD, the projected distribution of sentiments is calculated (lines 7�10). Serendyze

calculates the coe�cient of variation (�>+ , line 11), a measure of relative variability measured by the ratio of standard

deviation to mean of the visited review proportions of di�erent sentiments. A coe�cient of variation of less than 1

indicates that the reader is exploring reviews of di�erent sentiments in a distributed fashion. Higher values indicate

a greater degree of variability and unbalanced exploration. Then, Serendyze calculates pairwise cosine similarity

measurement from (D) to every review in the visited list (+ ) to generate a maximum dissimilarity score.

When suggestingDwould not result in a high�>+ , the sentiment scoreBfor Dis assigned as1 � �>+ (lines 13�14).

This results in a relatively high score ofB, which is appropriate as we prefer suggestions that do not introduce sentiment

distribution biases. When suggestingDwould unbalance the sentiment distribution�>+ ¡ 1, the sentiment scoreBis

inversely related to the proportion ofD's sentiment already visited. As a result, unvisited reviews with sentiments that

have not been visited (lower proportion value) will now be scored higher.

For example, if a reader has been exploring too many positive reviews, they will gradually start to receive negative

and neutral reviews as suggestions. This will increase the chances of an unvisited review with a potentially neglected

sentiment to be ranked higher by the model, increasing the reader's chance of receiving diverse suggestions. The �nal

score is a weighted combination ofBand3. The default weighting is equal (line 18), and the adjustment of weighting

factors is discussed below. The top 5 scoring suggestions are returned.
Manuscript submitted to ACM
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10 Jasim, et al.

Algorithm 1 Bias Mitigation Model

1: procedure Get-Suggestion(* •+ • ( ) • U, V, S are arrays of unvisited, visited, and visited suggested reviews
2: "  1 � j( . j

j( j • Calculate score modi�ers.. 2 [Dissimilarity, Sentiment],j" j = 2
3: )  q • List of objects to store candidate reviews and their scores in tuples
4: for u in * do
5: 3  q • minimum dissimilarity score
6: B q • sentiment score
7: + 0 = + ¸ D • Add candidate review to temporary+
8: %?>B j + 0

?>Bj•j+?>B[ * ?>Bj • proportion of positive reviews visited
9: %=4DC j + 0

=4DCj•j+=4DC[ * =4DCj • proportion of neutral reviews visited
10: %=46  j + 0

=46j•j+=46 [ * =46j • proportion of negative reviews visited
11: �>+  Coe�cient-of-Variation (%?>B, %=4DC, %=46) • Prospective CoV ifDis visited
12: 3  1 � ¹ <8=¹�>B8=4(8<8;0A8C~¹D•+ººº • Find max dissimilarity from already visited reviews
13: if �>+ Ÿ 1 then • AddingDresults in distributed reading
14: B 1 � �>+ • GiveDa higher sentiment score
15: else if �>+ ¡ 1 then • AddingDresults in an unbalanced reading
16: B 1 � %- • - 2 »?>B•=4DC•=46¼associated withD

17: if �>+ Ÿ 1 && " = q then • " = q, when the reader has not visited any suggestion
18: T»u¼”score 0”5 � 3 ¸ 0”5 � B • Default case
19: else
20: T»u¼”score " »�8BB8<8;0A8C~¼ �3 ¸ " »(4=C8<4=C¼ �B

21: T»u¼”review D
22: if B¡ 3 then • Store the dominating component for choosing the suggestion
23: T»u¼”component (4=C8<4=C
24: else
25: T»u¼”component �8BB8<8;0A8C~

26: Sort(T) by T”score
27: Suggestions T»0 : 5º • The �rst �ve elements of candidate review list
28: return Suggestions

To balance between the two major components of the model, so that one component does not dominate the

other while ranking unvisited reviews as suggestion candidates, Serendyze calculates two score modi�ers (" ), where

" »�8BB8<8;0A8C~¼is the dissimilarity modi�er and" »(4=C8<4=C¼is the sentiment modi�er. When a reader visits

suggestions, the modi�ers track the proportion of suggestions that were primarily made for each component (j( . j
j( j ,

where. 2 »�8BB8<8;0A8C~• (4=C8<4=C¼) (line 2). The primary component guiding a suggestion is set on lines 22�25.

Thus, once some suggestions have been visited, the default scoring formula is replaced with modi�er values (line 20).

With these modi�ers, the unvisited reviews are scored in a way that ensures that one component will not dominate

the scores. For example, if a reader is visiting suggestions whose scores are dominated by dissimilarity, the sentiment

modi�er (" »(4=C8<4=C¼) will gradually increase in value and start to dominate the score. As a result, the reader will

receive suggestions geared towards di�erent sentiments from what they have been visiting instead of the semantic

dissimilarity of visited reviews. This extension is critical for the readers to receive diverse suggestions that support

serendipitous review discovery and develop an unbiased understanding of texts.
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Fig. 3. Di�erent components in the Serendyze interface: A) a dropdown option for selecting a product, B) a search bar to search
for any word present in the reviews, C) a set of filters corresponding to representative keywords, D) filters for positive, neutral, and
negative reviews, E) the exploration metrics - Visit, Coverage, and Distribution, F) all product reviews, and G) suggested reviews
generated by the bias mitigation model that the readers may find interesting.

3.3 User Scenario

We present an example scenario to motivate the design and integration of exploration metrics and bias mitigation model

with Serendyze. Consider Naomi, who is planning to purchase headphones for her brother as a present. She wants

to �nd the best option within her limited budget. So, she prefers to explore headphones online with many available

options and product reviews to evaluate their values. However, from her previous experiences of purchasing products

online, she lacks con�dence in gathering enough knowledge about di�erent headphones to make the right decision.

Naomi decides to use Serendyze to explore headphone reviews. She starts by selecting a headphone. Then she reads

several reviews and marks them as read. While looking through the suggestions, she �nds one that talks about the

value of the headphone given the price point. She hovers over the Coverage bar and �nds out from the scented widgets

embedded within the keywords that she has not visited any reviews regarding the headphone price. She uses the

appropriate keyword to �lter reviews that mention price. At some point during the exploration, she realizes by looking

at the Distribution bar that she has been mostly visiting positive reviews. She �lters the reviews by Negative and �nds

reviews that show the de�ciencies of the headphone, balancing out her overall impression of the headphone. Since

Serendyze keeps a record of her review exploration, she keeps switching between di�erent headphones and learns

more about them without the risk of losing her exploration progress. She gradually narrows down to a headphone that

is best suited for her needs. She hovers over the metrics bars and sees that she has covered aspects important to her,

and she has also visited a balanced distribution of positive, neutral, and negative reviews. She proceeds to purchase the

headphones with con�dence that she is informed enough about di�erent headphones to make the best decision.

3.4 System Description

Serendyze is an interactive text analytics system designed and developed to enable readers to explore, analyze, and

gather knowledge from short-free form texts, such as product reviews. We compartmentalized the Serendyze interface
Manuscript submitted to ACM
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12 Jasim, et al.

into several components including a dropdown option for selecting a product (Fig. 3(A)), a search bar to search for

any word present in reviews (Fig. 3(B)), a set of �lters corresponding to the most frequently occurring keyword pairs

(Fig. 3(C)), �lters for positive, neutral, and negative reviews (Fig. 3(D)), the exploration metrics including Visit, Coverage,

and Distribution (Fig. 3(E)), and �nally, two sets of reviews � all product reviews (Fig. 3(F)), and suggestions generated

by the bias mitigation model (Fig. 3(G)). In this section, we describe the functionalities of these components.

3.4.1 Keywords and Search.Serendyze extracts keywords from reviews by identifying all word pairs that co-occur at

the document level, where a document is one complete review. For visual clarity, we used the top-8 most frequent word

pairs as representative keywords for each product. These keywords can be used as �lters to explore relevant reviews

(Fig. 3(C)). Serendyze extracts relevant reviews by performing an approximate string search [8] to identify reviews that

contain one or both words from the keyword pairs [15]. After �ltering the reviews, it highlights all occurrences of the

words present in the selected keyword pair (Fig. 3(F)).

The Search functionality is implemented as an extension of the keyword �lters. The readers can use the search bar

(Fig. 3(B)) to search for any word that might be present in the reviews for the selected product. Upon a successful hit,

Serendyze �lters the reviews based on the search query and highlights the search word in the reviews.

Serendyze is designed to be modular and customizable with the option to be out�tted with contemporary topic

modeling and keyword extraction methods [54]. However, due to their probabilistic nature, potential uncertainties

present in such systems might pose a threat as a confounding factor. As such, we decided to follow a deterministic and

explainable method to extract keywords.

3.4.2 Sentiments.In Serendyze, each review is considered as an individual document and the reviews were categorized

using the associated star rating at the document level. We categorized reviews that gave the product 1-star or 2-star

rating as negative (� ), 3-star rating as neutral (� ), and 4-star and 5-star rating as positive (¸ ). We did not use the star

rating as facets, nor incorporate them into the interface directly, because previous studies have shown that when

presented visually, star ratings have an undue cognitive impact compared to sentiments [97]. We do not claim that

star ratings are wrong or unreliable. However, they are not appropriate to be presented visually in our study. A review

with two stars might be perceived more negatively than a positive review with four stars [97]. In addition to keywords,

these positive, negative and neutral sentiments associated with reviews can also be used as �lters (Fig. 3(D)).

Serendyze could be out�tted with an o�-the-shelf, state-of-the-art, or novel sentiment analysis method [115]. However,

to avoid algorithmic misclassi�cation and maintain transparency, we refrained from using automated sentiment analysis.

3.4.3 Exploration Metrics.In Serendyze, we present three interaction-driven exploration metrics �Visit , Coverage,

andDistribution � using a set of bar charts. Readers can use these bar charts to access their data exploration patterns.

We used horizontal bar charts to visualize Visit and Coverage metrics as they represent percentage values for data

visit and data coverage. We represent Distribution using a set of bar charts that depict the proportion of available

positive, neutral, and negative reviews visited by the reader (Fig. 3(E)). Each exploration metrics bar is annotated with

an explanation of the reader's exploration patterns. For example, in Fig. 4, the text below the Visit bar suggests that

the reader has explored 33 reviews which is 10% of the total reviews for this particular product and the text below

Distribution suggests that while reading 33 reviews, the reader has been focusing mostly on Neutral reviews.

The Visit and Coverage bars can be interacted with in two ways. First, hovering over these bars transforms the

keywords and sentiment �lters into scented widgets [111], providing visual cues of exploration metrics for each keyword

pair and sentiment category. For example, in Fig. 4 when the reader hovered over the Coverage bar, the keyword pairs
Manuscript submitted to ACM
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Fig. 4. Hovering over the Visit or Coverage metric bars reveals data exploration scented widgets embedded in the keyword (A) and
sentiment filters (B). Here, the reader hovered over the Coverage bar, and the scented widgets show the keyword pair �comfortable
wear� and the negative reviews are underexplored compared to other keyword pairs and sentiments. Clicking on the bar filters and
shows reviews (C) relevant to the exploration metric selected.

(A) and sentiments (B) �lled up corresponding to the reader's exploration progress at that time. Serendyze follows the

visual information seeking mantra [102] to trigger the scented widgets on demand to reduce interface clutter and avoid

cognitive overload when delivering visual information. The second interaction allows readers to drill down and read

relevant reviews in detail by clicking on the metrics bars. For example, clicking on the Coverage bar allows readers to

�lter and see the reviews covered (Fig. 4(C)).

3.4.4 Product reviews.Serendyze provides two sets of reviews � all reviews from the selected product (Fig. 3(F)), and a

set of 5 suggestions (Fig. 3(G)) generated by the bias mitigation model. The model promotes serendipitous discovery

and analysis by providing readers with suggestions that introduce them to features, attributes, or other knowledge

related to the selected product that they have not considered or experienced at a rate representative of the true data.

In this work, we used a heuristic bias mitigation model as proposed in 3.2 to suit our study objectives. However, we

developed Serendyze as a modular and customizable platform where the bias mitigation model could be replaced with

another model that could be used to generate suggestions suitable for other study tasks and domains. For example, the

heuristic bias mitigation model used in this study that focuses on semantic and sentiment-wise dissimilarity could be

replaced with a neural model to suggest similar, popular, or relevant reviews.

The exploration metrics and bias mitigation model rely on the reader to mark the reviews they have visited already.

We enabled two ways to mark a review as read. The readers can click on any review or hover over a review to mark it

as read. Previous research on user interaction with interface artifacts suggests that mouse movement is correlated with

eye-tracking [26, 93, 98]. They also suggest that readers are often prone to hovering instead of clicking with interface

artifacts [38], probing us to include such an alternative. The amount of time needed to hover over a review to mark it as

read is dynamic and depends on the length of the review. In this work, we used a dynamic range from 1 sec to 5 sec

to register the hover time to mark a review as read based on the average reading speed of adults [89] and the length

of each review. When a reader marks a review as read, the bias mitigation model is called and Serendyze renders an

updated set of suggestions. Based on the feedback from the pilot study, we retained the suggested reviews that are

marked as read below the new suggestions in a chronologically descending order to enable users to keep track of their

work (Fig. 3(G)). Serendyze saves a readers' review exploration by session. As a result, switching between products

does not remove the reviews marked as read.
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