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Given a fixed compute budget, what is the optimal model size and 
training dataset size for training a Transformer LM?
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Why is this an important question?



Given a fixed compute budget, what is the optimal model size and 
training dataset size for training a Transformer LM?



Kaplan et al., 2020
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Hoffmann et al., 2022, Chinchilla



Scaling unlocks new capabilities

Chowdhery et al., 2022, PaLM


