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Course logistics

• Each Monday, new videos and readings will be 
released (see course website).  

• There will normally be a short quiz about the 
week’s topics, to be submitted on Gradescope 
(none for the first week!) 

• Occasionally, we will release optional practice 
problems to help you prepare for the exam. Feel 
free to discuss these during office hours! 

• Gradescope for all assignment submissions
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This class will be completely asynchronous 
with the exception of office hours!
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email all of us (including me!) at 

cs685instructors@gmail.com

course website:

https://people.cs.umass.edu/~miyyer/cs685

TAs:

Tu Vu 
Simeng Sun 
Kalpesh Krishna

The TAs are my own PhD students and 
are very experienced with NLP research!

https://sites.google.com/site/snshuklakgp/
mailto:cs685instructors@gmail.com
https://people.cs.umass.edu/~miyyer/cs685


Zoom office hours! (all times Eastern)
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Monday w/ Tu: 8-9am 
Tuesday w/ Mohit: 8-9am 
Wednesday w/ Simeng: 8-9am 
Thursday w/ Kalpesh: 2-3pm 

If necessary, office hours will be 
extended by one hour during 

homework / exam weeks

All office hours will 
begin on 8/31 (i.e., 
none the first week)



anonymous questions / comments?

• submit questions/concerns/feedback to 
https://forms.gle/wtSgjAQ3aa9z29ux5 

• or use Piazza (you should all be enrolled 
already) 

• Mohit will include responses to some/all of 
these questions (as well as Piazza posts) in  
the weekly videos
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https://forms.gle/wtSgjAQ3aa9z29ux5


No official prereqs, but the following will be useful:

• comfort with programming 
• We’ll be using Python (and PyTorch) throughout the class 

• comfort with probability, linear algebra, and 
mathematical notation 

• Some familiarity with matrix calculus 
• Excitement about language! 
• Willingness to learn
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Please brush up on 
these things as needed!



Grading breakdown
• (10%)  weekly quizzes 
• (30%)  Problem sets 

• Written:  math and concepts 
• Programs:  in Python 
• All HWs will be on Google Colab 

• (25%)  Midterm  (mid-October, open book/
internet) 

• (35%)  Final projects  (groups of 4) 
• Choose any topic you want 
• Project proposal (10%) 
• Final report (25%)

 7

https://colab.research.google.com/


Readings

• No need to buy any textbooks! 
• Readings will be provided as PDFs on 

website 
• Usually NLP research papers / notes  
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natural language processing
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natural language processing
languages that evolved naturally through human use 
e.g., Spanish, English, Arabic, Hindi, etc.

NOT: controlled languages (e.g., Klingon) 
NOT: programming languages



Levels of linguistic structure
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Levels of linguistic structure
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Characters Alice  talked  to  Bob.

Words Alice talked to Bob .

Semantics

Discourse CommunicationEvent(e)
Agent(e, Alice)
Recipient(e, Bob)

SpeakerContext(s)
TemporalBefore(e, s)

Syntax: Constituents

PP

VP

S

NP .

Noun VerbPast Prep Noun PunctSyntax: Part of Speech

Morphology talk -ed [VerbPast]
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supervised learning: given a collection of 
labeled examples (each example is a document X 
paired with a label Y), learn a mapping from X to Y

Tasks commonly tackled in a supervised setting:

• Sentiment analysis: map a product review to a sentiment 

label (positive or negative) 
• Question answering: given a question about a document, 

provide the location of the answer within the document 
• Textual entailment: given two sentences, identify whether the 

first sentence entails or contradicts the second one 
• Machine translation: given a sentence in a source language, 

produce a translation of that sentence in a target language
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self-supervised learning: given a collection of 
just text (no extra labels), create labels out of the 
text and use them for representation learning

• Language modeling: given the beginning of a sentence 
or document, predict the next word 

• Masked language modeling: given an entire document 
with some words or spans masked out, predict the 
missing words

How much data can we 
gather for these tasks?
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representation learning: given some text, 
create a representation of that text (e.g., real-valued, 
low-dimensional vectors) that capture its linguistic 
properties (syntax, semantics)

word dim0 dim1 dim2 dim3

today 0.35 -1.3 2.2 0.003

cat -3.1 -1.7 1.1 -0.56

sleep 0.55 3.0 2.4 -1.2

watch -0.09 0.8 -1.8 2.9
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transfer learning: pretrain a large self-
supervised model, and then fine-tune it on a small 
downstream supervised dataset

• Transfer learning has recently (last ~2 years) become the 
method of choice for most downstream NLP tasks.  

• Consequently, most of this class will focus on new 
research in transfer learning for NLP!



This course will be divided into ~4 high-
level units, each of which will last 3 weeks
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1. Background: language modeling and neural networks 
2. Transfer learning: applications, modeling objectives, 

and analysis 
3. Text generation: translation, paraphrasing, few-shot 

learning, the role of retrieval in generation 
4. Datasets, evaluation, security, and ethics, and 

possibly other topics that I find interesting or you 
suggest!
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• Homework 0, to be released by Wednesday, 
due 9/4 (it’s a math/coding review) 

• Videos on language modeling, also to be 
released on Wednesday
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Be on the lookout for:

Any technical issues? Registration issues? 
Complaints or comments? Please use any of 
{Piazza, instructors gmail, anonymous form, 

or office hours} to let us know!



demos!
(allennlp.org)
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http://allennlp.org

