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OpenAI PALMS: https://
openai.com/blog/improving-
language-model-behavior/

Fine-tune LMs on values-
targeted datasets

https://openai.com/blog/improving-language-model-behavior/
https://openai.com/blog/improving-language-model-behavior/
https://openai.com/blog/improving-language-model-behavior/


Fine-tune on small set of QA pairs

Solaiman & Dennison, 2021



And change the behavior of the model!

Solaiman & Dennison, 2021



Solaiman & Dennison, 2021



Can we use the model itself to 
remove harmful outputs?

Constitutional AI: https://arxiv.org/pdf/2212.08073.pdf

https://arxiv.org/pdf/2212.08073.pdf


Demo: https://delphi.allenai.org/

https://delphi.allenai.org/
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GPT-4 has impressive theory of mind capabilities!

Bubeck et al., 2023, “…early experiments with GPT-4”
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What behaviors do LLMs express?

https://www.evals.anthropic.com/
model-written/


Anthropic AI: Discovering LM 
Behaviors: https://arxiv.org/pdf/

2212.09251.pdf


https://www.evals.anthropic.com/model-written/
https://www.evals.anthropic.com/model-written/
https://arxiv.org/pdf/2212.09251.pdf
https://arxiv.org/pdf/2212.09251.pdf
https://arxiv.org/pdf/2212.09251.pdf


As these models improve, it’s very hard to 
discover where they make errors.


This makes it difficult to deploy them in 
critical scenarios, where low-quality outputs 
can cause tangible harms to people



https://restofworld.org/2023/ai-translation-errors-afghan-refugees-asylum/

https://restofworld.org/2023/ai-translation-errors-afghan-refugees-asylum/




what are we talking about today?
• many NLP systems affect actual people


• systems that interact with people (conversational agents)

• perform some reasoning over people (e.g., 

recommendation systems, targeted ads)

• make decisions about people’s lives (e.g., parole 

decisions, employment, immigration)


• questions of ethics arise in all of these applications!



why are we talking about it?
• the explosion of data, in particular user-generated 

data (e.g., social media)


• machine learning models that leverage huge amounts 
of this data to solve certain tasks



Learn to Assess AI Systems Adversarially

● Who could benefit from such a technology? 

● Who can be harmed by such a technology? 

● Representativeness of training data

● Could sharing this data have major effect on people’s lives? 

● What are confounding variables and corner cases to control for?

● Does the system optimize for the “right” objective?

● Could prediction errors have major effect on people’s lives?



let’s start with the data…



Online data is riddled with SOCIAL STEREOTYPES

A
I

BIASED



Racial Stereotypes

● June 2016: web search query “three black teenagers”



Gender/Race/Age Stereotypes

● June 2017: image search query “Doctor”



Gender/Race/Age Stereotypes

● June 2017: image search query “Nurse”



Gender/Race/Age Stereotypes

● June 2017: image search query “Homemaker”



Gender/Race/Age Stereotypes

● June 2017: image search query “CEO”



Consequence: models are biased

A
I
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Gender Biases on the Web

● The dominant class is often portrayed and perceived as relatively more 
professional (Kay, Matuszek, and Munson 2015)


● Males are over-represented in the reporting of web-based news articles 
(Jia, Lansdall-Welfare, and Cristianini 2015)


● Males are over-represented in twitter conversations (Garcia, Weber, and 
Garimella 2014)


● Biographical articles about women on Wikipedia disproportionately discuss 
romantic relationships or family-related issues (Wagner et al. 2015)


● IMDB reviews written by women are perceived as less useful (Otterbacher 
2013)



Biased NLP Technologies


● Bias in word embeddings (Bolukbasi et al. 2017; Caliskan et al. 
2017; Garg et al. 2018)


● Bias in Language ID (Blodgett & O'Connor. 2017; Jurgens et al. 
2017)


● Bias in Visual Semantic Role Labeling (Zhao et al. 2017)

● Bias in Natural Language Inference (Rudinger et al. 2017) 

● Bias in Coreference Resolution (At NAACL: Rudinger et al. 2018; 

Zhao et al. 2018 )

● Bias in Automated Essay Scoring (At NAACL: Amorim et al. 2018)



Zhao et al., NAACL 2018



Sources of Human Biases in Machine Learning

● Bias in data and sampling 

● Optimizing towards a biased objective 

● Inductive bias 

● Bias amplification in learned models
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● Reporting Bias

○ People do not necessarily talk about things in the world in 

proportion to their empirical distributions  
(Gordon and Van Durme 2013) 

● Proprietary System Bias

○ What results does Twitter return for a particular 

query of interest and why? Is it possible to know? 

● Community / Dialect / Socioeconomic Biases

○ What linguistic communities are over- or under-represented? 

leads to community-specific model performance (Jorgensen et al. 2015)

Types of Sampling Bias in Naturalistic Data

● Self-Selection Bias

○ Who decides to post reviews on Yelp and why? 

Who posts on Twitter and why? 



credit: Brendan O’Connor



Sources of Human Biases in Machine Learning

● Bias in data and sampling 

● Optimizing towards a biased objective 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● Bias amplification in learned models



Optimizing Towards a Biased Objective


● Northpointe     vs       ProPublica



“what is the probability that this person will commit a serious 
crime in the future, as a function of the sentence you give 
them now?”

Optimizing Towards a Biased Objective




“what is the probability that this person will commit a serious crime 
in the future, as a function of the sentence you give them now?”


● COMPAS system

○ balanced training data about people of all races

○ race was not one of the input features


● Objective function

○ labels for “who will commit a crime” are unobtainable

○ a proxy for the real, unobtainable data: “who is more likely to be 

convicted of a crime”

Optimizing Towards a Biased Objective


what are some issues with 
this proxy objective?



Predicting prison sentences 
given case descriptions

Chen et al., EMNLP 2019, “Charge-based prison term prediction…”



Is this sufficient consideration of ethical 
issues of this work? Should the work 

have been done at all?

Chen et al., EMNLP 2019, “Charge-based prison term prediction…”



Sources of Human Biases in Machine Learning

● Bias in data and sampling 

● Optimizing towards a biased objective 

● Inductive bias 

● Bias amplification in learned models



Bias Amplification

Zhao, J., Wang, T., Yatskar, M., Ordonez, V and Chang, M.-
W. (2017) Men Also Like Shopping: Reducing Gender 
Bias Amplification using Corpus-level Constraint.  
EMNLP



imSitu Visual Semantic Role Labeling (vSRL)

Slides by Mark Yatskar  https://homes.cs.washington.edu/~my89/talks/ZWYOC17_slide.pdf

https://homes.cs.washington.edu/~my89/talks/ZWYOC17_slide.pdf


imSitu Visual Semantic Role Labeling (vSRL)




Dataset Gender Bias



Model Bias After Training



Algorithmic Bias



Quantifying Dataset Bias 



Quantifying Dataset Bias: Dev Set 



Model Bias Amplification



Reducing Bias Amplification (RBA)




Discussion

● Applications that are built from online data, generated by 
people, learn also real-world stereotypes


● Should our ML models represent the “real world”?

● Or should we artificially skew data distribution? 

● If we modify our data, what are guiding principles on what 

our models should or shouldn't learn? 


