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Abstract

In this paper, we address the problem of cor-
relation clustering in the dynamic data stream
model. The stream consists of updates to the edge
weights of a graph on n nodes and the goal is to
find a node-partition such that the end-points of
negative-weight edges are typically in different
clusters whereas the end-points of positive-weight
edges are typically in the same cluster. We present
polynomial-time, O(n ·polylog n)-space approxi-
mation algorithms for natural problems that arise.

We first develop data structures based on linear
sketches that allow the “quality” of a given node-
partition to be measured. We then combine these
data structures with convex programming and
sampling techniques to solve the relevant approx-
imation problem. However the standard LP and
SDP formulations are not obviously solvable in
O(n ·polylog n)-space. Our work presents space-
efficient algorithms for the convex programming
required, as well as approaches to reduce the adap-
tivity of the sampling. Note that the improved
space and running-time bounds achieved from
streaming algorithms are also useful for offline
settings such as MapReduce models.
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1. Introduction
The correlation clustering problem was first formulated as
an optimization problem by Bansal et al. (2004). The input
is a complete weighted graphG on n nodes, where each pair
of nodes uv has weight wuv ∈ R. A positive-weight edge
indicates that u and v should be in the same cluster, whereas
a negative-weight edge indicates that u and v should be in
different clusters. Given a node-partition C = {C1, C2, . . .},
we say edge uv agrees with C, denoted by uv ∼ C, if the
relevant soft constraint is observed. Summing over all edges,

agree(G, C) :=
∑
uv∼C

|wuv| =
∑
uv

|wuv| − disagree(G, C) .

The goal is to find the partition C that maximizes
agree(G, C) or, equivalently for optimization, minimizes
disagree(G, C). Solving this problem exactly is known
to be NP-hard. A large body of work has been devoted
to approximating max-agree(G) = maxC agree(G, C) and
min-disagree(G) = minC disagree(G, C), along with vari-
ants min-disagreek(G) and max-agreek(G), where we con-
sider partitions with at most k clusters. In this paper, we
focus on multiplicative approximation results exclusively.
If all weights are ±1, there is a polynomial time approxi-
mation scheme PTAS for max-agree (Bansal et al., 2004;
Giotis & Guruswami, 2006) and a 2.06-approximation for
min-disagree (Chawla et al., 2015). When there is an upper
bound k on the number of clusters in C, and all weights
are ±1, Giotis & Guruswami (2006) introduced a PTAS for
both problems. Even k = 2 is interesting and an efficient
local-search approximation was introduced by Coleman
et al. (2008).
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If the weights are arbitrary, there is a 0.7666-approximation
for max-agree (Charikar et al., 2005; Swamy, 2004) and an
O(log n) approximation for min-disagree (Charikar et al.,
2005; Demaine et al., 2006). These methods use convex
programming: as described, this cannot be implemented
in O(npolylog n) memory even when the input graph is
sparse. This annoying feature is well known in practice:
Bagon & Galun (2011); Bonchi et al. (2014); Elsner &
Schudy (2009) discuss the difficulty of scaling the convex
programming approach.

Clustering and Graph Analysis in Data Streams. Given
the importance of clustering as a basic tool for analyzing
massive data sets, it is unsurprising that a considerable effort
has gone into designing clustering algorithms in the rele-
vant computational models. In particular, in the data-stream
model we are permitted a limited number of passes (ideally
just one) over the data while using only limited memory.
This model abstracts the challenges in traditional applica-
tions of stream processing such as network monitoring, and
also leads to I/O-efficient external-memory algorithms. Nat-
urally, in either context, an algorithm should also be fast,
both in terms of the time to process each stream element
and in returning the final answer.

Classical clustering problems including k-median (Charikar
et al., 2003; Guha et al., 2000), k-means (Ailon et al.,
2009), and k-center (Charikar et al., 2004; Guha, 2009;
McCutchen & Khuller, 2008) have all been studied in the
stream model, as surveyed by Silva et al. (2013). Non-
adaptive sampling algorithms for correlation clustering can
be implemented in the data stream model and such algo-
rithms were used by Ailon & Karnin (2012) to construct ad-
ditive approximations. However, the first multiplicative re-
sult for correlation clustering was only recently established;
Chierichetti et al. (2014) presented a polynomial-time
(3 + ε)-approximation for min-disagree on ±1-weighted
graphs using O(ε−1 log2 n) passes. Their basic approach
yields both a MapReduce and semi-streaming algorithm —
that is, a streaming algorithm using Θ(npolylog n) mem-
ory (Feigenbaum et al., 2005). Using space proportional to
the number of nodes can be shown to be necessary for solv-
ing many natural graph problems in the streaming model in-
cluding, we show, correlation clustering. McGregor (2014)
surveys semi-streaming algorithms and graph sketching.

Computational Model. In the basic graph stream model
the input stream consists of a sequence edges and their
weights. The available space to process the stream and per-
form any necessary post-processing is O(n polylog n) bits.
Our results also extend to the dynamic graph stream model
where the stream consists of both insertions and deletions
of edges; the weight of an edge is specified when the edge
is inserted and deleted (if it is subsequently deleted).

For simplicity, we assume that all weights are integral.

We will consider three types of weighted graphs: (a) unit
weights, where all wuv ∈ {−1, 1}; (b) bounded weights,
where all weights are non-zero, with absolute value bounded
above by a constant. and (c) arbitrary weights where we
only require that all weights are O(poly n).

Our Results. For max-agree we provide the following
single-pass streaming algorithms, each needing Õ(nε−2)
space: (i) a polynomial-time (1 − ε)-approximation for
bounded weights (Theorem 7), and (ii) a 0.766(1 − ε) ap-
proximation for arbitrary weights in Õ(nε−10) time (Theo-
rem 16).

We can show that any algorithm that can test whether
min-disagree(G) = 0 in a single pass, for arbitrary weights,
must store Ω(n+ |E−|) bits for any |E−| ≤

(
n
2

)
. For unit

weights, the lower bound is Ω(n). We provide a single-pass
algorithm that uses Õ(nε−2 + |E−|) space and Õ((|E−|+
nε−2)2) time and provides an O(log |E−|) approximation
(Theorem 13). Since Demaine et al. (2006) and Charikar
et al. (2005) provide approximation-preserving reductions
from the ‘minimum multicut’ problem to min-disagree with
arbitrary weights, it is expected to be difficult to approxi-
mate the latter to better than a log |E−| factor in polynomial
time. For unit weights when min-disagree(G) ≤ t, we pro-
vide a single-pass polytime algorithm that uses Õ(n+ tε−2)
space (Theorem 4). We provide a Õ(nε−2)-space PTAS for
min-disagree2 for bounded weights (Theorem 10).

We also considering multipass streaming algorithms. For
unit weights, we presnt a O(log log n)-pass algorithm that
mimics the an by Ailon et al. (2008), and with high prob-
ability provides a 3 approximation (Theorem 20). This
improves the result of Chierichetti et al. (2014). For
min-disagreek(G), on unit-weight graphs with k ≥ 3, we
give a min(k − 1, O(log log n))-pass polynomial-time al-
gorithm using Õ(nε−2) space (Theorem 21).

Techniques and Roadmap. In Section 2, we present three
basic data structures for the agree and disagree query prob-
lems where a partition C is specified at the end of the stream,
and the goal is to return an approximation of agree(G, C)
or disagree(G, C). They are based on linear sketches and
incorporate ideas from recent work on constructing graph
sparsifiers via linear sketches (Ahn et al., 2012b). These
data structures can be constructed in the semi-streaming
model and can be queried in Õ(n) time. As algorithms rely
on relatively simple matrix-vector operations, they can be
implemented fairly easily in MapReduce.

In Section 3, we introduce several new ideas in solving the
LP and SDP for min-disagree and max-agree. In each case,
the convex formulation has allow each candidate solution to
be represented, verified, and updated in small space. Finally,
we discuss multipass algorithms in Section 4. Proofs are
deferred to the full version.
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2. Basic Data Structures and Applications
We introduce three basic data structures that can be con-
structed with a single-pass over the input stream that defines
the weighted graph G. Given a query partition C, these data
structures return estimates of agree(G, C) or disagree(G, C).
Solving the correlation clustering optimization problem with
these structures directly would require exponential time or
ω(n polylog n) space. Instead, we will exploit them care-
fully to design more efficient solutions. In this section,
we present a short application of each data structure. that
illustrates their benefit.

2.1. First Data Structure: Bilinear Sketch

Consider a graph G with unit weights (wij ∈ {−1, 1}) and
a clustering C. Define the matrices MG and MC where
MG
ij = max(0, wij) and

MCij =

{
0 if i and j are separated in C
1 if i and j are not separated in C .

Observe that the (squared) matrix distance induced by the
Frobenius norm gives exactly disagree(G, C) = ‖MG −
MC‖2F =

∑
ij(m

G
ij−mCij)2. To efficiently estimate ‖MG−

MC‖2F when C is not known a priori, we can repurpose the
bilinear sketch approach of Indyk & McGregor (2008):

1. Let α ∈ {−1, 1}n and β ∈ {−1, 1}n be indepen-
dent random vectors whose entries are 4-wise inde-
pendent, and in a single pass over the input compute
Y =

∑
ij∈E+ αiβj .

2. Given query partition C = {C1, C2, . . .}, return X =(∑
`

(∑
i∈C`

αi
) (∑

i∈C`
βi
)
− Y

)2
.

Following the results of Indyk & McGregor (2008) and
Braverman et al. (2010), we have:

Lemma 1. For each {fij}i,j∈[n], E
[
(
∑
i,j αiβjfij)

2
]

=∑
i,j f

2
ij and V

[
(
∑
i,j αiβjfij)

2
]
≤ 9(

∑
i,j f

2
ij)

2.

Applying the above lemma to fij = mG
ij − mCij es-

tablishes that E [X] = disagree(G, C) and V [X] ≤
9(disagree(G, C))2. Hence, running O(ε−2 log δ−1) paral-
lel repetitions of the scheme and averaging the results appro-
priately2 yields a (1± ε)-approximation for disagree(G, C)
with probability at least 1− δ.

Theorem 2. For unit weights, there exists a
O(ε−2 log δ−1 log n)-space algorithm for the disagree

2Specifically, take the standard approach of partitioning the
estimates into O(log δ−1) groups, each of size O(ε−2). With
constant probability, the mean of each group is within a 1±ε factor;
we finally return the median of the resulting group estimates.

query problem. Each positive edge is processed in Õ(ε−2)
time, while the query time is Õ(ε−2n).

We note that by setting δ = 1/nn in the above theorem, it
follows that we may estimate disagree(G, C) for all parti-
tions C using Õ(ε−2n) space. Hence, we can also (1+ε) ap-
proximate min-disagree(G) given exponential time. While
this is near-optimal in terms of the space use, in this paper
we focus on polynomial time algorithms.

Application to Cluster Repair. Consider the Cluster
Repair problem (Gramm et al., 2005), in which we are
promised min-disagree(G) ≤ t for some constant t. As
we can narrow down the number of possible clusterings
to poly(n), there is a simple polynomial-time application
of the above data structure.

First construct a spanning forest F of G+ using the Õ(n)-
space dynamic graph algorithm (Ahn et al., 2012a). Let CF
be the node-partition corresponding to the connected com-
ponents of F . Then, let F1, F2, . . . be all the forests formed
by deleting at most t edges from F . Let CFi be the node-
partition corresponding to the connected components of Fi.

Lemma 3. The optimal partition of G is a refinement
of CF and a coarsening of some CFi

and there are at most
O
(
(n(t+ 1))t+1

)
such partitions.

Therefore, setting δ = O
(
(n(t+ 1))−(t+1)

)
in Theorem 2

yields the following theorem.

Theorem 4. For a unit-weight graph G with
min-disagree(G) ≤ t, there exists a polynomial-time
data-stream algorithm using Õ(n+ tε−2) space that with
high probability (1 + ε) approximates min-disagree(G).

2.2. Second Data Structure: Sparsification

A sparsification of graph G is a weighted graph H such that
the weight of every cut in H is within a 1 + ε factor of the
weight of the corresponding cut in G. A celebrated result
of Benczúr & Karger (1996) shows that the size of H is
at most Õ(nε−2). A recent result shows that this can be
constructed in the dynamic graph stream model.

Theorem 5. Ahn et al. (2012b). There is a single-pass
semi-streaming algorithm that returns a sparsification using
space Õ(nε−2) and time Õ(m).

The algorithm can also be implemented in MapReduce (Ahn
& Guha, 2015). The next lemma is straightforward.

Lemma 6. Let H+ and H− be sparsifications of G+ =
(V,E+) andG− = (V,E−) such that all cuts are preserved
within factor (1± ε/3), and let H = H+ ∪H−. For every
clustering C, agree(G, C) = (1± ε)agree(H, C)± εw(E+)
and disagree(G, C) = (1 ± ε)disagree(H, C) ± εw(E−).
Note that disagree(G, C) = (1± ε)disagree(H+ ∪ E−, C).
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Application to max-agree with Unit Weights. It would
be unfortunate if, by approximating the unit-weight graph
by a weighted sparsification, we lost the ability to return
a 1 ± ε approximation in polynomial time. We resolve
this as follows. We emulate part of an algorithm by Gi-
otis & Guruswami (2006) for max-agreek using a sin-
gle pass over the stream3. In their algorithm, the nodes
are partitioned into m = O(1/ε) groups V1, V2, . . . , Vm,
each of size O(εn), and for each Vi we draw a sample of
r = poly(1/ε, k, log 1/δ) nodes Si from V \ Vi. Using
the weights on edges between each Si and Vi, we consider
all possible partitions of Si. The required sampling can be
performed simultaneously with the construction of the spar-
sifier. Then, at the end of the stream, the possible partitions
are generated and we use the graph sparsifier to find the best
of these partitions.

Theorem 7. For bounded-weight inputs, there exists a poly-
time semi-streaming algorithm that with high probability
(1 + ε)-approximates max-agree(G).

2.3. Third Data Structure: Node-Based Sketch

In this section we develop a data structure that supports
queries to disagree(G, C) for arbitrarily weighted graphs
when C is restricted to be a 2-partition. For each node i,
define the vector, ai ∈ R(n

2), indexed over the
(
[n]
2

)
edges,

where the only non-zero entries are:

aiij =


wij/2 if ij ∈ E−

wij/2 if ij ∈ E+, i < j

−wij/2 if ij ∈ E+, i > j

Lemma 8. For a two-partition C = {C1, C2},
disagree(G, C) = ‖

∑
`∈C1

a` −
∑
`∈C2

a`‖1.

Hence, we use the `1-sketching result of Kane et al. (2010)
to compute a random linear sketch of each ai.

Theorem 9. For arbitrary weights, and for query partitions
that contain two clusters, to solve the disagree query prob-
lem, there exists an O(ε−2n log δ−1 log n)-space algorithm.
The query time is O(ε−2n log δ−1 log n).

Unfortunately, for queries C where |C| > 2, Ω(n2) space is
necessary.

Application to min-disagree2(G) with Bounded Weights.
We apply the above node-based sketch in conjunction with
another algorithm by Giotis & Guruswami (2006), this time
for min-disagree2. It samples r = poly(1/ε)·log n nodes S
and, using the weights of the edges incident on S, generates
2m−1 possible partitions; we generalize this to the bounded
weights case. The sampling of S and its incident edges
can be performed using one pass and O(nr log n) space.

3Note max-agreek(G) ≥ (1 − ε)max-agree(G) for k =
O(1/ε) (Bansal et al., 2004).

We then find the best of these possible partitions in post-
processing using the above node-based sketches.

Theorem 10. For bounded-weight inputs, there exists a
polynomial-time semi-streaming algorithm that with high
probability (1 + ε)-approximates min-disagree2(G).

3. Convex Programming in Small Space
In this section we discuss an SDP-based algorithm for
max-agree and an LP-based algorithm for min-disagree. At
a high level, progress arises from new ideas and modifica-
tions needed to implement convex programs in small space.
While the time to solve convex programs has always been
an issue, additionally restricting to small space is relatively
recent (Ahn & Guha, 2013). In this paper, we follow the
Multiplicative Weight Update method and its derivatives.
This method has a rich history across many different com-
munities (Arora et al., 2012), and has been extended to SDPs
(Arora & Kale, 2007).

In all these approaches, the optimization problem is first
reduced to a decision variant, involving a “guess” α of the
objective value; we show later how to instantiate this guess.
For LPs, we seek to solve the system:

MWM LP:
{

cTy ≥ α
s.t Ay ≤ b, y ≥ 0

where A ∈ Rn×m+ , c,y ∈ Rm+ , and b ∈ Rn+. For SDPs,
consider the following definition:

Definition 1. For matrices X,Z, let X ◦ Z denote∑
i,jXijZij , let X � 0 denote that X is positive semidefi-

nite, and let X � Z denote X− Z � 0.

A semidefinite decision problem in canonical form is:

MWM SDP:
{

C ◦X ≥ α
s.t Fj ◦X ≤ gj , ∀1 ≤ j ≤ q, X � 0

where C,X ∈ Rn×n and g ∈ Rq+. Denote the set of the
feasible solutions by X . Typically we are interested in the
Cholesky decomposition of X, a set of n vectors {xi} such
that Xij = xTi xj .

To solve the LP or the SDP, the multiplicative-weight up-
date algorithm proceeds iteratively. In each iteration, given
the current solution y,X the meta-algorithm either decides
that the current candidate is (approximately) feasible or
computes a new current solution.

Equivalently, we can describe the process as maintaining
a set of multipliers (one for each constraint) and comput-
ing a new candidate solution y′,X′ which (approximately)
satisfies the linear combination of the inequalities. The
new current solution is a linear combination of the previous
solution and the new candidate.
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These two views are consistent: typically, the multiplier
of a constraint is a exponential of the violation (suitably
scaled) induced by the current solution, and the current
solution is typically the running average (suitably scaled) of
the candidates produced by the different iterations. Consider
the following two theorems.
Theorem 11 (Steurer (2010)). Let D be a fixed diagonal
matrix with positive entries and assume X be nonempty.
Suppose there is an Oracle that for each positive semidefi-
nite X either (a) tests and declares X to be approximately
feasible — for all 1 ≤ i ≤ q, we have Fi◦X ≤ gi+δ, or (b)
provides a real symmetric matrix A and a scalar b satisfying
(i) A ◦X ≤ b− δ and for all X′ ∈ X , A ◦X′ ≥ b and (ii)
ρD � A− bD � −ρD, then a multiplicative-weight-style
algorithm produces an approximately feasible X, in fact its
Cholesky decomposition, in T = O(ρ2δ−2 lnn) iterations.
Theorem 12 (Arora et al. (2012)). Suppose that, given
a set of non-negative multipliers u(t) in iteration t, an
Oracle provides a y(t) satisfying: (i) cTy(t) ≥ α, (ii)
u(t)TAy(t) − u(t)Tb ≤ δ

∑
i ui(t), and (iii) −ρ ≤

−` ≤ Aiy(t) − bi ≤ ρ for all 1 ≤ i ≤ n. After
T = O(ρ`δ−2 lnn) iterations of the multiplicative-weight
update algorithm, the average vector, y = 1

T

∑
t y(t), sat-

isfies Aiy − bi ≤ 4δ for all i.

The above two theorems are expressed differently, each cor-
responding to a different view of the multiplicative-weight
update method. The first view corresponds to the “state”
that needs to be maintained in each iteration; the second
corresponds to a more operational view, where multiple con-
straints are reduced to a single linear constraint which is
(hopefully) easier to solve. From the perspective of space
efficiency, both views must be followed. In both contexts,
the parameter ρ is called the “width”, and controls the speed
of convergence. As is explicitly stated in the two cited
papers, and as is widely recognized, the construction of a
small-width Oracle is the key component of an effective
solution. However, the width parameter is inherently tied to
the specific formulation chosen.

Consider the standard LP relaxation for min-disagree, where
xij corresponds to edge ij being cut.

min
∑
ij∈E+

wijxij +
∑
ij∈E−

|wij |(1− xij)

xij + xj` ≥ xi` ∀i, j, `
xij ≥ 0 ∀i, j

The constraints simply enforce that if we cut one side of a
triangle, we must also cut at least one of the other two sides.
Note that the size of formulation is Θ(n3) irrespective of
the number of nonzero entries in E+, E−. We will use the
sparsification ofE+, but that does not in any way change the
size of the above linear program. To achieve ˜O(n) space, we
need new formulations and new algorithms to solve them.

Let H+ be the sparsification of E+ with m′ = |H+|. For
edge sq ∈ H+ let whsq denote the weight after the sparsifi-
cation. For ij ∈ E−, let Pij(E′) denote the set of all paths
using the edges of edge set E′. Consider the following LP
for min-disagree, similar to that by Wirth (2004), but in this
sparsified setting:

min
∑
ij∈E−

|wij |zij +
∑

sq∈H+

whsqxsq

zij +
∑
sq∈p

xsq ≥ 1 ∀p ∈ Pij(H+), ij ∈ E−

zij , xsq ≥ 0 ∀ij ∈ E−, sq ∈ H+ (LP1)

The intuition of an integral 0/1 solution is that zij = 1 for all
edges ij ∈ E− that are not cut, and xsq = 1 for all sq ∈ H+

that are cut, by the intended clustering. Although LP1
now has exponential size, we will apply the multiplica-
tive weights framework (Theorem 12) to the dual of LP1.
The oracle we provide has the twist that if it fails to find
y(t) with the necessary properties, then it provides a feasi-
ble f -approximation of the primal (in this case LP1). This
idea, of applying the multiplicative-weight update method
to a formulation with exponentially many variables (the
dual), and modifying the Oracle to provide a solution to
the primal (with exponentially many constraints) in a sin-
gle step, has also benefited solving maximum matching in
small space (Ahn & Guha, 2015). The existence of multiple
such examples demonstrates that starting from the dual, a
“dual-primal method”, helps solve convex programs in small
space. One key insight is that the dual, with exponentially
many variables and few constraints, is easier to solve in a
few iterations because there are many degrees of freedom.
This reduces the adaptive nature of the solution, and there-
fore we can make a lot of progress in satisfying many of the
primal constraints in parallel. In contrast, the classic applica-
tion of primal-dual techniques in approximation algorithms
tries to construct a solution of the dual efficiently: in that
context, in polynomial time. It is often thought, as is explic-
itly mentioned by Arora & Kale (2007), that the primal-dual
approximation algorithms use a different set of techniques
from the primal-dual approach of multiplicative-weight up-
date methods. By switching the dual and the primal, we
align both sets of techniques and use them interchangeably.

Interestingly, the algorithm of Steurer (2010) can be viewed
as a dual-primal algorithm. This algorithm collects separat-
ing hyperplanes to solve the dual of the SDP: on failure to
provide such a hyperplane, the algorithm provides a primal
feasible X. It is therefore unsurprising that the candidate X
generated by Steurer’s algorithm is an exponential of the
(suitably scaled) averages of the hyperplanes (A, b): this
would be the case if we were applying the multiplicative-
weight update paradigm to the dual of the SDP in canonical
form. Of course, to prove that such paradigms (Ahn &
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Guha, 2015; Steurer, 2010) work requires some careful ef-
fort, and even after that the construction of the Oracle is
never obvious. But the key point, reiterated here, is that
the formulation plays an outsized role in terms of space
efficiency, both from the perspective of the state required
to compute and the operational perspective of efficiently
updating that state. In future, we expect the space efficiency
of solving convex optimization to be increasingly important.

3.1. min-disagree with Arbitrary Weights

In this section, we sketch the following theorem:

Theorem 13. There is a 3(1 + ε) log |E−|-approximation
algorithm for min-disagree that requires Õ((nε−2 +
|E−|)2ε−3) time, Õ(nε−2 + |E−|) space, and a single pass.

We apply Theorem 12 (the multiplicative-weight update
framework) to the dual of LP1, but omit the constraints in
the dual corresponding to small-weight edges. For each
α ≥ 0, let H+(α), E−(α) be the set of edges in H+, E−,
respectively, with weight at least δα/(m′+|E−|). Note that
ignoring edges not in E−(α), H+(α) will only decrease∑
p yp by at most 2δα. Consider:∑

p

yp ≥ (1− 2δ)α

1

|wij |
∑

p∈Pij(H+(α))

yp ≤ 1 ∀ij ∈ E−(α)

1

whsq

∑
p∈P:sq∈p

yp ≤ 1 ∀sq ∈ H+(α)

yp ≥ 0 ∀p ∈ P(α) (LP2)

where P(α) =
⋃
ij∈E−(α) Pij(H

+(α)).

We attempt to find an approximate feasible solution to LP2
for a large value of α. If the Oracle fails to make progress
then it provides a solution to LP1 of value f · α. In that
case we set α← α/(1 + δ) and try the Oracle again. Note
that if we lower α then the Oracle invocations for larger
values of α continue to remain valid; if α1 ≤ α2, then
Pij(H

+(α1)) ⊇ Pij(H
+(α2)). Eventually we lower α

sufficiently that we have a feasible solution to LP2. But then
we have a solution to LP1 returned by the Oracle of value
fα(1 + δ), corresponding to the previous value of α. The
feasibility of LP2 shows that α(1− 2δ) is a lower bound for
the optimum solution of LP1.

The Oracle is provided in Algorithm 1 and relies on the
following lemma:

Lemma 14. Let κ = |E−|, Z =
∑
uv∈H+(α) xuvw

h
uv . Let

vol(B(u, r)) =
Z

κ
+

∑
vv′∈H+(α)
v,v′∈B(u,r)

xvv′w
h
vv′

Algorithm 1 Oracle for LP2
1: Given multipliers utsq for sq ∈ H+(α) and vtij for
ij ∈ E−(α), define Qu =

∑
sq∈H+(α) w

h
squ

t
sq and

Qv =
∑
ij∈E−(α) |wij |vtij .

2: Let xsq = αutsq/(Qu +Qv), zij = αvtij/(Qu +Qv).
3: Treating the xsq as edge lengths, let dx(·, ·) be the short-

est path metric. Define the ball of radius r centered at ζ:

B(ζ, r) = {ζ ′ | dx(ζ, ζ ′) ≤ r}

and the weight of the edges of cut by the ball:

cut(B(ζ, r)) =
∑

ζ′ζ′′∈H+(α)
dx(ζ,ζ′)≤r<dx(ζ,ζ′′)

whζ′ζ′′

4: Find a collection of balls B(ζ1, r1), B(ζ2, r2), . . . such
that (i) each radius at most 1/3, (ii) every endpoint
of an edge in E−(α) belongs to some ball, and (iii)∑
g cut(B(ζg, rg)) ≤ 3αQu/(Qu+Qv) · ln(|E−|+1).

The existence of such balls follows from Lemma 14.
5: if there exists ij ∈ E−(α) with i, j in the same ball and
zij < 1/3. then

6: Find the corresponding path p between i and j. Since
the length of this path is at most 2/3 and zij < 1/3,
the corresponding constraint is violated. Return yp =
α and yp′ = 0 for all other paths for edges in E−.

7: else
8: Return the union of cuts defined by the balls.

+
∑

vv′∈H+(α)
dx(u,v)≤r<dx(u,v′)

(r − dx(u, v))whvv′ .

Suppose that, for a node ζ, the radius r of its ball is
increased until cut(B(ζ, r)) ≤ Cvol(B(ζ, r)). If C =
3 ln(κ + 1), the ball stops growing before the radius be-
comes 1/3. We start this process setting ζ1 to be an ar-
bitrary endpoint of an edge in E−, and let the stopping
radius be r1. We remove B(ζ1, r1) and continue the pro-
cess on the remainder of the graph. The collection of
B(ζ1, r1), B(ζ2, r2), . . . satisfy the condition that each ra-
dius is at most 1/3 and

∑
g cut(B(ζg, rg)) ≤ CZ.

The above lemma is essentially applying the result of Garg
et al. (1993) to H+(α) with the terminal pairs defined
by E−. The proof follows from the fact that cut(B(ζ, r))
is the derivative of vol(B(ζ, r)) w.r.t. r, and the volume
cannot increase by more than a factor of κ+1. For nonnega-
tive xsq , standard shortest-path algorithms lead to a running
time of Õ(m′).

Since we removed all small edge weights, we may bound
the width of the above oracle as follows :
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Lemma 15. ρ = (m′ + |E−|)/δ, ` = 1 for Algorithm 1.

In fact, we prove a general oracle construction that provides
small width for every problem targeted by Theorem 12. The
total weight of positive edges cut by the solution returned in
line 8 of Algorithm 1 is at most 3αQu/(Qu+Qv)·ln(|E−|+
1). Each negative edge that is not cut corresponds to setting
zij = 1 but zij ≥ 1/3; hence the cost of these edges is
3αQv

Qu+Qv
. Finally, the cost of the edges in neither E−(α)

nor H+(α) is at most 2δα. The overall solution has cost
(3 ln(|E−|+ 1) + 2δ)α.

Finally, we show how to initialize α. Divide the edges
of H+ according to weight, in intervals (2z−1, 2z], as we
decrease z. For each group z, we find the largest weight
edge ij ∈ E−, call this weight g(z), such that i and j are
connected by H+-edges of group z or higher. Observe
that g(z) is an increasing function of z. Let the smallest z
such that g(z) ≥ 2z be z0. Then it follows that the optimum
solution is at least 2z0−1. Again, 2z0n2 serves as an initial
value of α, which is a O(n2) approximation to the optimum
solution.

3.2. max-agree with Arbitrary Weights

In this section, we sketch the following theorem:

Theorem 16. There is a 0.7666(1 − ε)-approximation
algorithm for max-agree(G) that uses Õ(nε−2) space,
Õ(m+ nε−10) time and a single pass.

We use Lemma 6 and edge set H = H+ ∪ H−. Let whij
correspond to the weight of an edge ij ∈ H . Our SDP for
max-agree is:∑
ij∈H+

whijXij +
∑
ij∈H−

|whij |(Xii + Xij − 2Xij)

2
≥ α

Xii ≤ 1 ∀i ∈ V
−Xii ≤ −1 ∀i ∈ V
−Xij ≤ 0 ∀i, j ∈ V

X � 0

(SDP)

If two vertices, i and j, are in the same cluster, their corre-
sponding vectors xi and xj will coincide, so Xij = 1; on
the other hand, if they are in different clusters, their vectors
should be orthogonal, so Xij = 0. Observe that under the
restriction Xii = Xjj = 1, the contribution of an ij ∈ H−
is Xii + Xij − 2Xij = (1−Xij), as intended. However,
this formulation helps prove that the width is small.

Definition 2. Define di =
∑
j:ij∈H |whij | and

∑
i di =

2W . Let D be the diagonal matrix with Dii = di/2W .

A random partition of the graph provides a trivial 1/2-
approximation for maximizing agreements. Letting W be
the total weight of edges in H , the sparsified graph, we
perform binary search for α ∈ [W/2,W ], and stop when

the interval is of size δW . This increases the running time
by a O(log δ−1) factor.

The diagonal matrix D specified in Definition 2 sets up the
update algorithm of Steurer (2010). The choice of D will
be critical to our algorithm: typically, this D determines the
“path” taken by the SDP solver, since D alters the projection
to density matrices. Summarizing, Theorem 16 follows from
the Oracle provided in Algorithm 2. The final solution only
guarantees xi ·xj ≥ −δ. Even though the standard rounding
algorithm assumes Xij ≥ 0, the fractional solution with
Xij ≥ −δ can be rounded efficiently. Ensuring xi · xj ≥ 0
appears to be difficult (or to require a substantially different
oracle).

Algorithm 2 Oracle for SDP.
1: For the separating hyperplane, we only describe non-

zero entries in A. Recall that we have a candidate X
where Xij = xi · xj .

2: Let S1 = {i : ‖xi‖2 ≥ 1 + δ}, ∆1 =
∑
i∈S1

di.
3: Let S2 = {i : ‖xi‖2 ≤ 1− δ}, ∆2 =

∑
i∈S2

di.
4: Let S3 = {ij : xi · xj < −δ}, ∆3 =

∑
ij∈S3

|wij |.
5: if ∆1 ≥ δα then
6: Let Aii = −di/∆1 for i ∈ S1 and b = −1.
7: Return (A, b).
8: else if ∆2 ≥ δα then
9: Let Aii = di/∆2 for i ∈ S2 and b = 1.

10: Return (A, b).
11: else if ∆3 ≥ δα then
12: Let Aij = whij/∆3 for ij ∈ S3 and b = 0.
13: Return (A, b).
14: else
15: Ignore all nodes in S1 and S2 and all edges in S3.

Let C′ be the matrix that corresponds to the objective
function of the modified graph G′.

16: if C′ ◦X < (1− 4δ)α then
17: Let A = C′/α and b = 1− 3δ. Return (A, b).
18: else
19: Round X, and return the rounded solution.

Lemma 17. Algorithm 2 is δ-separating: for all returned
(A, b), A ◦X ≤ b− δ and ∀X′ ∈ X ,A ◦X′ ≥ b where X
is the feasible space of SDP.

Lemma 18. For ρ = O(1/δ), Algorithm 2 is ρ-bounded:
ρD � A− bD � −ρD

The update procedure (Steurer, 2010) maintains (and de-
fines) the candidate vector X implicitly. In particular it
uses matrices of dimension n× d, in which every entry is a
(scaled) Gaussian random variable. The algorithm also uses
a precision parameter (degree of the polynomial approxima-
tion to represent matrix exponentials) r. Assuming that TM
is the time for a multiplication between a returned A and
some vector, the update process computes the tth X in time
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O(t · r · d · TM ), a quadratic dependence on t in total. We
will ensure that any returned A has at most m′ nonzero
entries, and therefore TM = O(m′). The algorithm requires
space that is sufficient to represent a linear combination of
the matrices A which are returned in the different iterations.
We can bound ρ = O(1/δ), and therefore the total number
of iterations is Õ(δ−4). For our purposes, in max-agree
we will have d = O(δ−2 log n), r = O(log(δ−1), and
TM = O(m′), giving us a Õ(nδ−10) time and Õ(nδ−2)
space algorithm. However, unlike the general X used in
Steurer’s approach, in our oracle the X is used in a very
specific way. This leaves open the question of determining
the exact space-versus-running-time tradeoff.

4. Multipass Algorithms
4.1. min-disagree with Unit Weights

Consider the 3-approximation algorithm for min-disagree
on unit-weight graphs due to Ailon et al. (2008).

1: Let v1, . . . , vn be a uniformly random ordering of V .
Let U ← V be the set of “uncovered” nodes.

2: for i = 1 to n do
3: if vi ∈ U then
4: Define Ci ← {vi} ∪ {vj ∈ U : vivj ∈ E+} and

let U ← U \ Ci. We say vi is “chosen”.
5: else
6: Ci ← ∅.
7: Return the collection of non-empty sets Ci.

It may appear that emulating the above algorithm in the
data stream model requires Ω(n) passes, since determining
whether vi should be chosen may depend on whether vj
is chosen for each j < i. However, we will show that
O(log log n)-passes suffice. This improves upon a result
by Chierichetti et al. (2014), who developed a modifica-
tion of the algorithm that used O(ε−1 log2 n) streaming
passes and returned a (3 + ε)-approximation, rather than a
3-approximation. Our improvement is based on the follow-
ing:

Lemma 19. Let Ut be the set of uncovered nodes after
iteration t of the above algorithm, and let

F+
t,t′ = {vivj ∈ E+, i, j ∈ Ut, t < i, j ≤ t′} .

With high probability, |F+
t,t′ | ≤ 5 · lnn · t′2/t.

Semi-Streaming Algorithm. Our semi-streaming algo-
rithm proceeds as follows. For j ≥ 1, let tj = (2n)1−1/2

j

:
during the (2j − 1)-th pass, we store all edges in F+

tj−1,tj ,
and during the (2j)-th pass we determine Utj . After the
(2j)-th pass we have simulated the first tj iterations of Ailon
et al.’s algorithm. Since tj ≥ n for j = 1 + log log n, our
algorithm terminates after O(log log n) passes.

Theorem 20. On a unit-weight graph, there exists a
O(log log n)-pass semi-streaming algorithm that returns
with high probability a 3-approximation to min-disagree.

4.2. min-disagreek with Unit Weights

Our result in this section is based the following algorithm
of Giotis & Guruswami (2006) that returns a (1 + ε)-
approximation for min-disagreek on unit-weight graphs.
The algorithm samples m = poly(1/ε, k) · log n nodes S
and for every possible k-partition {Si}i∈[k] of S computes
the cost of the clustering where v ∈ V \ S is assigned to
the ith cluster if

i = argmax
j

 ∑
s∈Sj :sv∈E+

wsv +
∑

s6∈Sj :sv∈E−
|wsv|

 .

Let C′ be the best clustering found. If all clusters in C′
have at least n/(2k) nodes, return C′. Otherwise, fix all
the clusters of size at least n/(2k) and recurse on the set
of nodes in “small” clusters. To emulate each recursive
step in one pass, we simply choose S at the start of the
stream and then collect all incident edges on S. We then
use the disagree oracle developed in Section 2.1 to find the
best possible partitions during post-processing. To design
an O(log log n)-pass algorithm, we proceed as follows. In
the i-th pass, suppose we have k′ clusters still to determine
and let Vi−1 be the set of nodes that have not yet been
included in some (large) cluster. We pick k′ random sets
of samples S1, . . . , Sk′ in parallel from Vi−1 each of size
Ni = mn2

i−1/p, for p = logn. Since Ni ≥ n for i ≥
1 + log log n, the algorithm must terminate in O(log log n)
passes. We prove that in pass i the number of clusters drops
by n2

i−1/p from the start of the last pass, and inductively,
that |Vi| = n/n(2

i−1)/p. The space needed by our algorithm
for round i is therefore O(k′Ni|Vi|) = O(kmn1+1/p) =
Õ(kmn).

Theorem 21. There exists a min(k − 1, log logn)-pass
semi-streaming algorithm that (1 + ε)-approximates
min-disagreek with high probability.
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minimum cuts in Õ(n2) time. In Symposium on Theory of
Computing: STOC, pp. 47–55, 1996.

Bonchi, Francesco, Garcia-Soriano, David, and Liberty, Edo. Cor-
relation clustering: From theory to practice. In International
Conference on Knowledge Discovery and Data Mining: KDD,
pp. 1972–1972, New York, NY, USA, 2014. ACM. ISBN 978-
1-4503-2956-9. URL http://doi.acm.org/10.1145/
2623330.2630808.

Braverman, Vladimir, Chung, Kai-Min, Liu, Zhenming, Mitzen-
macher, Michael, and Ostrovsky, Rafail. AMS without 4-wise
independence on product domains. In International Sympo-
sium on Theoretical Aspects of Computer Science: STACS, pp.
119–130, 2010. URL http://dx.doi.org/10.4230/
LIPIcs.STACS.2010.2449.

Charikar, Moses, O’Callaghan, Liadan, and Panigrahy, Rina. Bet-
ter streaming algorithms for clustering problems. In Sympo-
sium on Theory of Computing: STOC, pp. 30–39, 2003. URL
http://doi.acm.org/10.1145/780542.780548.

Charikar, Moses, Chekuri, Chandra, Feder, Tomás, and Motwani,
Rajeev. Incremental clustering and dynamic information re-
trieval. SIAM J. Comput., 33(6):1417–1440, 2004. URL http:
//dx.doi.org/10.1137/S0097539702418498.

Charikar, Moses, Guruswami, Venkatesan, and Wirth, Anthony.
Clustering with qualitative information. J. Comput. Syst. Sci.,
71(3):360–383, 2005. URL http://dx.doi.org/10.
1016/j.jcss.2004.10.012.

Chawla, Shuchi, Makarychev, Konstantin, Schramm, Tselil, and
Yaroslavtsev, Grigory. Near optimal LP rounding algorithm
for correlation clustering on complete and complete k-partite
graphs. In Symposium on Theory of Computing: STOC, 2015.

Chierichetti, Flavio, Dalvi, Nilesh N., and Kumar, Ravi. Cor-
relation clustering in mapreduce. In International Confer-
ence on Knowledge Discovery and Data Mining: KDD, pp.
641–650, 2014. URL http://doi.acm.org/10.1145/
2623330.2623743.

Coleman, Tom, Saunderson, James, and Wirth, Anthony.
A local-search 2-approximation for 2-correlation-clustering.
In European Symposium on Algorithms: ESA, pp. 308–
319, 2008. URL http://dx.doi.org/10.1007/
978-3-540-87744-8_26.

Demaine, Erik D., Emanuel, Dotan, Fiat, Amos, and Immor-
lica, Nicole. Correlation clustering in general weighted
graphs. Theoretical Computer Science, 361(2–3):172–187,
2006. URL http://dx.doi.org/10.1016/j.tcs.
2006.05.008.

Elsner, Micha and Schudy, Warren. Bounding and comparing
methods for correlation clustering beyond ilp. In Workshop
on Integer Linear Programming for Natural Langauge Pro-
cessing: ILP, pp. 19–27, Stroudsburg, PA, USA, 2009. Asso-
ciation for Computational Linguistics. ISBN 978-1-932432-
35-0. URL http://dl.acm.org/citation.cfm?id=
1611638.1611641.

Feigenbaum, Joan, Kannan, Sampath, McGregor, Andrew, Suri,
Siddharth, and Zhang, Jian. On graph problems in a semi-
streaming model. Theoretical Computer Science, 348(2–3):
207–216, 2005. URL http://dx.doi.org/10.1016/j.
tcs.2005.09.013.

Garg, Naveen, Vazirani, Vijay V., and Yannakakis, Mihalis. Ap-
proximate max-flow min-(multi)cut theorems and their applica-
tions. In ACM Symposium on Theory of Computing: STOC, pp.
698–707, 1993. URL http://doi.acm.org/10.1145/
167088.167266.

http://dx.doi.org/10.1145/2755573.2755586
http://dx.doi.org/10.1145/2755573.2755586
http://portal.acm.org/citation.cfm?id=2095156&CFID=63838676&CFTOKEN=79617016
http://portal.acm.org/citation.cfm?id=2095156&CFID=63838676&CFTOKEN=79617016
http://doi.acm.org/10.1145/2213556.2213560
http://doi.acm.org/10.1145/2213556.2213560
http://doi.acm.org/10.1145/1411509.1411513
http://doi.acm.org/10.1145/1411509.1411513
http://books.nips.cc/papers/files/nips22/NIPS2009_1085.pdf
http://books.nips.cc/papers/files/nips22/NIPS2009_1085.pdf
http://doi.acm.org/10.1145/1250790.1250823
http://doi.acm.org/10.1145/1250790.1250823
http://www.theoryofcomputing.org/articles/v008a006
http://www.theoryofcomputing.org/articles/v008a006
http://dx.doi.org/10.1023/B:MACH.0000033116.57574.95
http://dx.doi.org/10.1023/B:MACH.0000033116.57574.95
http://doi.acm.org/10.1145/2623330.2630808
http://doi.acm.org/10.1145/2623330.2630808
http://dx.doi.org/10.4230/LIPIcs.STACS.2010.2449
http://dx.doi.org/10.4230/LIPIcs.STACS.2010.2449
http://doi.acm.org/10.1145/780542.780548
http://dx.doi.org/10.1137/S0097539702418498
http://dx.doi.org/10.1137/S0097539702418498
http://dx.doi.org/10.1016/j.jcss.2004.10.012
http://dx.doi.org/10.1016/j.jcss.2004.10.012
http://doi.acm.org/10.1145/2623330.2623743
http://doi.acm.org/10.1145/2623330.2623743
http://dx.doi.org/10.1007/978-3-540-87744-8_26
http://dx.doi.org/10.1007/978-3-540-87744-8_26
http://dx.doi.org/10.1016/j.tcs.2006.05.008
http://dx.doi.org/10.1016/j.tcs.2006.05.008
http://dl.acm.org/citation.cfm?id=1611638.1611641
http://dl.acm.org/citation.cfm?id=1611638.1611641
http://dx.doi.org/10.1016/j.tcs.2005.09.013
http://dx.doi.org/10.1016/j.tcs.2005.09.013
http://doi.acm.org/10.1145/167088.167266
http://doi.acm.org/10.1145/167088.167266


Correlation Clustering in Data Streams

Giotis, Ioannis and Guruswami, Venkatesan. Correlation clustering
with a fixed number of clusters. Theory of Computing, 2(1):
249–266, 2006. URL http://dx.doi.org/10.4086/
toc.2006.v002a013.
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