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Overview of Talks

• Today’s talk: GAIA: A Generative AI Architecture beyond deep learning


• Tomorrow’s talk: Generative AI using Universal Coalgebras 


• Wednesday’s talk: The (co)End of Generative AI Models



 Imitation Games
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Universal Imitation 
Games

Static
Dynamic

Evolutionary





GAIA: Generative AI Architecture 

Beyond Deep Learning!



Generative AI faces energy crisis





Transformers cannot solve simple problems: 


parity, integer modulo arithmetic, balancing arithmetic expressions




Figure source: Neural Networks and the Chomsky Hierarchy, ICLR 2023
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Unified field theory of math!

One formalism that explains it all!

Categories are directed graphs!

Even more basic than set theory





• Three properties


• Scale invariance


• Monotonicity


• Surjectivity



Clustering as a 
functor

Finite Metric Space
Partitions





Quantum Computing in Categories





Le Lemme du Gare du Nord

Hom(C( − , x), F) ≃ Fx

The Yoneda Lemma came to “life” in 1954


Coincidentally, Turing died in 1954



Natural Transformations
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Natural Transformations for Deep Learning
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Category of Elements: For any set-valued functor 


Objects: (c, x), where c is a category object, and x is an element of Fc


Arrows: (c, x) —> (c’, y) where f: c -> c’ is a morphism in C so that F(f)(x) = y (covariant) 


Arrows: (c, x) —> (c’, y) and f: c-> c’ is a morphism in C so that F(f)(y) = x (contravariant)

F : C → Set







GAIA: A Higher-Order Categorical 
Framework for Generative AI





Simplicial Category Δ
• Objects: ordinal numbers


• 


• Arrows: 


• 


• 


• All morphisms can be built out of primitive injections/surjections


• 


•

[n] = {0,1,…, n − 1}

f : [m] → [n]

If i ≤ j, then f(i) ≤ f( j)

δi : [n] → [n + 1] : injection skipping i

σi : [n] → [n − 1], surjection repeating i

0

1

2

0
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Simplicial Sets: Contravariant Functors

δn
i : [n] → [n + 1]

σn
i : [n + 1] → [n]

0 1 2 3

0 1 2 3

Xn : [n] → X : Δop → X



Simplicial Objects: One stop ML shopping center





Best data visualization 
method in ML today


Scalable to millions of 
data points


Used widely in biology


Based on higher-order 
category theory of 
simplicial sets & objects



GAIA: Categorical Foundations of Generative AI













Sequential Composition

Parallel Composition





Backprop is a 
functor! 







Nerve of a Category

• Recall a category is defined as a collection of objects, and a collection of 
arrows between any pair of objects


• A simplicial set is a contravariant functor mapping the simplicial category 
to the category of sets


• Any category can be mapped onto a simplicial set by constructing its 
nerve


• Intuitively, consider all sequences of composable morphisms of length n! 



Permutation-equivariant 
functions 

f(XP) = f(X)P





Nerve of the Category of Transformers

• Since Transformers define a category over Euclidean spaces of 
permutation-equivariant functions, we can construct its nerve


• Consider all compositions of Transformers building blocks of length n


• This construction maps the category of Transformers into a simplicial set


• It is a full and faithful embedding of Transformers as simplicial sets


• However, simplicial sets cannot be faithfully mapped back to ordinary 
categories



Simplicial Sets vs. Categories
• Any category can be embedded faithfully into a simplicial set using its 

nerve


• The embedding is full and faithful (perfect reconstruction) 


• Unfortunately, the converse is not possible


• Given a simplicial set, the left adjoint functor that maps it into a category 
is lossy! 


• GAIA (in theory!) is more powerful than existing generative AI formalisms



Summary

• Deep learning faces an energy crisis


• Architectures like Transformers are fundamentally limited! 


• We need a better framework: GAIA is one possible approach


• Builds on higher-order category theory of simplicial sets


• GAIA is a theoretical framework — not yet an actual working system! 


