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ABSTRACT

With Deep Neural Network (DNN) being integrated into a growing

number of critical systems with far-reaching impacts on society,

there are increasing concerns on their ethical performance, such

as fairness. Unfortunately, model fairness and accuracy in many

cases are contradictory goals to optimize during model training.

To solve this issue, there has been a number of works trying to

improve model fairness by formalizing an adversarial game in the

model level. This approach introduces an adversary that evaluates

the fairness of a model besides its prediction accuracy on the main

task, and performs joint-optimization to achieve a balanced result.

In this paper, we noticed that when performing backward prop-

agation based training, such contradictory phenomenon are also

observable on individual neuron level. Based on this observation,

we propose FairNeuron, a DNN model automatic repairing tool,

to mitigate fairness concerns and balance the accuracy-fairness

trade-off without introducing another model. It works on detecting

neurons with contradictory optimization directions from accuracy

and fairness training goals, and achieving a trade-off by selective

dropout. Comparing with state-of-the-art methods, our approach

is lightweight, scaling to large models and more efficient. Our eval-

uation on three datasets shows that FairNeuron can effectively

improve all models’ fairness while maintaining a stable utility.
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1 INTRODUCTION

Deep neural networks (DNNs) are gradually adopted in awide range

of applications, including image recognition [37], self-driving [19],

and natural language processing [38, 39]. One of the most trendy

applications is decision-making systems, which requires a high

utility DNN with fairness. As examples, artificial intelligent (AI)

judge [8] or human resource (HR) [9] try to judge who should

get a loan or interview. These systems should provide objective,

supposedly consistent decision based on the given data, although

there are often societal bias in these data [59]. We wish these sys-

tems could counteract unfair decision made by humans, but they

still exhibit unfair behavior which affects individuals belonging to

specific social subgroups. The COMPAS system is an example. It

predicts recidivism of pretrial offenders [23], and continues to make

decisions that favor Caucasians compared to African-Americans.

Such bias has made very negative societal impacts. Therefore, it

is crucial to have systematical methods for automatically fixing

fairness problems in a given DNN model.

Intuitively, fairness problems happen when a model tends to

make different decision for different instances which only differ-

entiated by some sensitive attributes, such as age, race and gender.

Depending on specific tasks, the protected or sensitive attributes

can vary. Similarly, there are different fairness notations defined

in existing DNN literature, e.g., group fairness [28], individual fair-

ness [26], and max-min fairness [36, 45]. According to existing

study [23, 43], these fairness definitions are correlated with each

other. In practice, we usually consider a few representative ones, i.e.,

demographic parity, demographic parity rate and equal opportunity.

In this paper, we also consider these.

Existing DNN training frameworks, e.g., TensorFlow and Py-

Torch [10, 52], have provided no support for fairness problems

detection and fixing. Some other works try to fix other model prob-

lems [47, 48, 72]. There are existing fairness fixing frameworks,

such as FAD [11] and Ethical Adversaries [25] that try to provide

such functionality. Based on the observations that optimizing ac-

curacy and fairness can be contradictory goals in training, these

frameworks introduce an adversary that monitors the fairness of

the current training. When fairness issues are detected, they solve

it by various methods, e.g., data augmentation, that is, leveraging

the adversary model to generate adversary examples which help

fix the unfair problem and using them as part of the new train-

ing data. Similar to generative adversary networks, training such
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an adversary can be time-consuming and challenging. It has a lot

of practical problems such as mode collapse [22], which is hard

to solve. Moreover, such methods usually require using a more

complex model training protocol, which is heavyweight.

We observe that the essential challenge of fixing model fairness

is that optimization on accuracy only can lead to the selection of the

usage of sensitive attributes. For example, an AI HR that uses the

sensitive attributes gender as an important feature will be biased.

Moreover, such feature selection happen in certain neurons or paths,

which is different form the ones using all features or distinguishable

features. And such paths/neurons take a small portion of the whole

network, otherwise, the network will have low accuracy for all

samples. Based on our observations, we proposed FairNeuron, a

fairness fixing algorithm that detects and repairs potential DNN

fairness problems. It works by first identify conflict paths with a

neural network slicing technique. Conflict paths refer to the paths

that contain a lot of neurons that select sensitive attributes to make

predictions rather than distinguishable ones. Then, we leverage

such paths to cluster samples by measuring if they can trigger the

selection of sensitive attributes. Lastly, we retrain the model by

selective retraining. That is, for samples that can cause the model to

select sensitive attributes as main features to make predictions, we

enforce the DNN to reconsider this by muting other neurons that

are not in the conflict paths. By doing so, the conflict path neurons

have to consider all features, otherwise, it will very low accuracy

on other samples. This helps remove the impacts of biased samples,

and fix the fairness problem.

FairNeuron has been implemented as a self-contained toolkit.

Our experiments on three popular fairness datasets show that

FairNeuron improves twice fairness performance and takes one-

fifth usage of training time on average than state-of-the-art solution,

Ethical Adversaries [25]. Note that FairNeuron only relies on light-

weight procedures like path analysis and dropout, which makes it

much more effective and scalable than existing methods.

In summary, we make the following main contributions:

• We propose a novel model fairness fixing frameworks. It

avoids training an adversary model, and does not require

modifying model training protocol or architecture. It also

features lightweight analysis and fixing, leading to high effi-

ciency repairing.

• We develop a prototype FairNeuron based on the proposed

idea, and evaluate it with 3 popular public datasets. The

evaluation results demonstrate that FairNeuron can effec-

tively and efficiently improve fairness performance ofmodels

while maintaining a stable utility. On average, the fairness

performance DP can be improved by 57.65%, which is 20%

higher than that of state-of-the-art adversary training based

method, Ethical Adversaries.

• Our implementation, configurations and collected datasets

are available at [32].

Roadmap. This paper is organized as follows. Section §2 presents

the necessary background on fairness notions and fixing algorithms.

In Section §3, we discuss FairNeuron in detail. Section §4 shows

our experiment setup and results. We review related works in §5

and conclude this paper in Section §6.

Threat toValidity. FairNeuron is currently evaluated on 3 datasets,

which may be limited. Similarly, there are configurable parameters

used in FairNeuron, and even though our experiments show that

they are good enough to achieve high fixing results, this may not

hold when the size of model is significantly larger or smaller. Be-

sides, we assume that most samples activate a limited number of

paths, and most paths are activated by samples with certain fea-

tures. This has been observed by existing works [56, 63]. We also

empirically validate this assumption in §4.2. However, it is possible

that this assumption may not hold for some models. To mitigate

these threats, all the original and repaired training scripts, model

architecture and training configuration details, implementation in-

cluding dependencies, and evaluation data are publicly available

at [32] for reproduction.

2 BACKGROUND AND MOTIVATION

2.1 Fairness

Depending on concrete task specifications, fairness can have dif-

ferent notations [21]. These notions can be categorized into two

groups: individual fairness [26, 67], which measures if individuals

in the dataset is treated equally by the learned model; and group

fairness [28, 35], which concerns about whether subpopulation

with different sensitive attributes are treated equally. For example,

for an online shopping recommendation system, all customers in

the dataset should be treated equally, which asks for individual fair-

ness. For an AI powered hiring system, applicants with sensitive

attributes (e.g., different genders) should be treated equally, which

is a typical case of group fairness.

Before discussing different fairness notations, we first define a

set of notations. We denote the sensitive attribute as 𝑆 and other
observable insensitive attributes as 𝐴. We assume that the subpop-
ulation with 𝑆 = 1 is the disadvantaged group, and the privileged

group is the subpopulation with 𝑆 = 0. Also, we represent the true

label as 𝑌 , and the predicted output, i.e., positive/negative as 𝑌
which is a random variable depending on attributes 𝑆 and 𝐴. 𝑌 = 1

and 𝑌 = 0 are the positive and negative outcomes, respectively.

Following such notations, we can define commonly used different

fairness notations as follows:

Demographic parity (DP). Demographic parity, or statistical par-

ity, is one of the earliest definitions of fairness [26]. It views fairness

as different subpopulations (i.e., 𝑆 = 0 and 𝑆 = 0) should have an

equal probability of being classified to the positive label. Formally,

demographic parity measures the probability differences between

different groups:

𝐷𝑃 =
�
� 𝑃 (𝑌 = 1 | 𝑆 = 0) − 𝑃 (𝑌 = 1 | 𝑆 = 1)

�
� (1)

In an ideal case, we say that a model is when 𝐷𝑃 = 0, which

indicates that the prediction output 𝑌 and sensitive attribute 𝑆 are
statistically independent. If so, the output is not affected by the sen-

sitive attribute, and hence the model is not biased towards certain

values of the sensitive attribute showing fairness in prediction. In

practice, 𝐷𝑃 = 0 is hard to get and we view a model as fair when

𝐷𝑃 ≤ 𝜖 where 𝜖 is a threshold value that is determined by real
world tasks and requirements.
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Demographic parity ratio (DPR). Demographic parity ratio, or

disparate impact, is similar to demographic parity. The key differ-

ence is that it represents the equality or similarly of prediction on

different groups as a ratio (instead of a substitution). Formally, it is

defined as:

𝐷𝑃𝑅 =
𝑃 (𝑌 = 1 | 𝑆 = 1)

𝑃 (𝑌 = 1 | 𝑆 = 0)
(2)

Like demographic parity, 𝐷𝑃𝑅 = 1 indicates a fair model in the

ideal case, and in practice, we say a model is fair when 𝐷𝑃𝑅 ≥ 𝜏
where 𝜏 is the fairness threshold. Moreover, it also focuses on the
probability of different groups being classified to the positive label.

The key difference is that DPR measures the differences in a ratio.

This is because its origins are in legal fairness considerations for

selection procedures which the Pareto principle, a.k.a., the 80% rule,

is commonly used [28]. To make a direct comparison with 80%, DPR

calculated the ratio instead of substitution.

Equal opportunity (EO). A limitation of DP and DPR is that they

do not consider potential differences in compared subgroups. Equal

opportunity (EO) overcomes this by making use of the FPR (false

positive rate) and TPR (true positive rate) between subgroups [35].

Formally, EO is defined as:

𝐸𝑂 =
�
� 𝑃 (𝑌 = 1 | 𝑆 = 0, 𝑌 = 1) − 𝑃 (𝑌 = 1 | 𝑆 = 1, 𝑌 = 1)

�
� (3)

A model achieves EO fairness when 𝐸𝑂 = 0, namely, the pre-

diction is (conditional) independent of the sensitive attribute 𝑆 . In
practice, we say an model is EO fair when 𝐸𝑂 ≤ 𝜈 and here, 𝜈 is
the fairness threshold value.

Besides these discussed notions, there are many other fairness

definitions, such as fairness through unawareness (FTU) [44], dis-

parate treatment [15], disparate mistreatment [65], counterfactual

fairness [44], ex-ante fairness and ex-post fairness [29], etc. Friedler

et al. [30] compared different notations and measured their correla-

tions on the Ricci and Adult datasets. Results show that different

notations have strong correlations with each other. As a result, most

work usually pick a few representative ones. Following existing

related work, we choose three most common notations, i.e., DP,

DPR [26], and EO [35] in our study.

2.2 Improving DNN Fairness

Many machine learning algorithms including DNNs suffer from

the bias problem. Namely, the model can make a decision based

on wrong attributes. For example, a biased hiring AI may make ad-

missions based on applicants’ gender information. Such issues can

be caused by the biased training data or the algorithm itself. DNN

has shown to be a biased algorithm, and potentially trained DNN

models can make unfair predictions despite its high accuracy. This

can lead to severe problems especially when DNNs are becoming

more and more popular including applications like AI judge [8],

AI based authentication, AI HR [9], etc. For example, COMPAS, a

popular system that predicts the risk of recidivism, claimed that

“black people re-offend more” [3]; the first beauty contest robot,

Beauty.AI [2], “found dark skin unattractive” [7]; and the Microsoft

chatbot Tay became a racist and sex-crazed neo-Nazi [4]. Biased

AIs in such systems can lead to severe ethical concerns, potentially

threatening our daily life and economy. As a response to this issue,

existing work has proposed methods to improve DNN fairness by

removing such bias.

FAD. Adel et al. [11] proposed a fair adversarial framework FAD,

which leverages gradient reversal [31] (which acts as an identity

function during forward propagation and multiplies its input by

-1 during back propagation) to fix model fairness problems. The

authors introduced an adversarial network to encode fairness into

the model: a predictor network F𝑃 and an adversary network F𝐴 .

The goal of the predictor is to maximize accuracy in 𝑌 while the

adversary network tries to maximize fairness in protected attribute

𝑆 . For fairness fixing, we need a new model architecture which

can: (i) predict the true label 𝑌 , and (ii) not be able to predict the
sensitive attribute 𝑆 :

𝐿F𝑃 = 𝐿𝐶𝐸 − 𝛼𝐿F𝐴 (4)

where 𝐿F𝑃 , 𝐿𝐶𝐸 , 𝐿F𝐴 denote the predictor loss, predictor logistic

loss (a.k.a., CE loss) and the adversary logistic loss, respectively.

The hyperparameter 𝛼 regulates the accuracy-fairness trade off.

After that, it uses a post-training process to align TP (true positive)

and FP (false positive) across all classes by adjusting class-specific

threshold values of logits with a ROC analysis introduced by Hardt

et al. [35].

Ethical Adversaries. Delobelle et al. [25] proposed the ethical ad-

versaries framework to solve the fairness problem. The framework

has two parties, the external adversary, a.k.a., the feeder, and the

reader, which represents the protected attribute 𝑆 . It is an iterative
training procedures, during which each party interacts with each

other. The reader is trained with the target label at the same time,

and each time, it evaluates if the training has bias or not. If so, it

propagates the related gradient back to the network. The feeder can

be viewed as a data augmenter which performs evasion attacks to

find adversarial examples that can be used in the adversarial train-

ing. During this adversarial training, the target label (i.e., main task

of the model) and the fairness goal is adjusted by a hyperparameter

𝜆, which is similar to the FAD framework.

Pre-/Post-processing Methods. FAD and Ethical Adversaries are

online methods which solves the fairness issue during training.

There are other methods that leverages pre-processing or post-

processing to solve this problem, e.g., reweighing [41], and re-

ject option classification (ROC [42]). Reweighing assigns different

weights to input samples in different group to make the dataset

discrimination-free (pre-processing). ROC gives favorable outcomes

to unprivileged groups and unfavorable outcomes to privileged

groups in a confidence band around the decision boundary with

the highest uncertainty (post-processing).

2.3 Motivation and Basic Idea

Limitations of existing work. Existing work has a few limita-

tions. Firstly, they introduce another model as the adversary in the

training procedure. Inheriting from existing adversarial networks,

training such models is not easy. Problems like mode collapse [22],

failing to converge [50], and vanishing gradients are quite common

in such a model structure. This will require extra efforts in solv-

ing such problems. Secondly, there is no guarantee that training

such adversary networks will always converge for now. There is

a theoretical guarantee that GAN (generative adversary network)
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will converge, despite its practical difficulty. As a minimax game,

training such GAN models will converge when it achieves the Nash

equilibrium [33]. However, FAD and Ethical Adversaries empiri-

cally observe that model accuracy and fairness may conflict with

each other in some cases and may not conflict with each other

in other cases. On one hand, this shows that there exist models

that are both accurate and fair. On the other hand, it also indicates

that the designed adversary training is not a zero-sum game, and

there is no guarantee to show the existence of Nash equilibrium

in this game. As a result, existing work can fail to converge when

training the model because the game has no solutions. Empirical re-

sults confirm this conclusion. §4.2 reports that FAD may exacerbate

fairness problem. As Table 4 shown, FAD results in decreasing of

DPR on Census and increasing of EO on COMPAS, which mean the

fairness problems has not been mitigated from these perspectives.

Elazar and Goldberg made an empirical observation on leakage of

protected attributes for neural networks trained on text data, which

can also demonstrate this conclusion [27].

Why bias happens in a DNN training? Based on existing litera-

tures and our experiences, we make a few key observations that

are important for us to develop our method.

Observation I: Optimizing accuracy and different fairness objectives

can be contradictory to each other, but not always. Existing work [11,

25] has shown that accuracy and different fairness goals (e.g., DP,

DPR and EO), including different fairness goals themselves, can be

contradictory to each other. This is the reason why some models

with high accuracy are highly biased: when optimizing during

training, directions with higher accuracy gain may be contradictory

to directions with higher fairness. The good news is that existing

work has empirically demonstrate that it is possible to train a model

with high accuracy and fairness at the same time [25].

Observation II: A neuron represents a combination of different features,

and model bias indicates that the model focuses on certain features

that it should not.As a general understanding of DNNs, each neuron

in the network is extracting features from the input. Form the input

layer to the final prediction layer, the extracted features are becom-

ing more and more abstract. Each neuron is representing a set of

features it receives from the previous layer, and weights can help

it determine which set of features are more important compared

with others. A model is biased indicates that a model is focusing on

the wrong features, e.g, AI judeges should be affected by senstive

attributes like genders. For example, a hiring AI is biased on gender

when it selects gender feature rather than others as an important

factor to decide if a candidate can get an interview. Notice that such

importance is represneted by weights in the DNN.

Now, we can use our observations to explain why bias happens

in training a deep neural network. When training a DNN, the opti-

mizer tries to pick important features based on gradient information.

When updating individual neurons, it may encounter cases where

the fairness and accuracy optimization subjects are pointing to

different directions. If it only considers accuracy as its training goal,

it will select the direction that optimizes the accuracy the most

which can lead to low fairness. Furthermore, we know that the

gradient information is calculated based on given samples. If we

are able to detect such samples, we can potentially fix the problem

by enforcing the optimizer to pick the correct set of features.

Our idea. Based on our observations, we argue that it is not neces-

sary to introduce an adversary that detects the potential conflicts of

optimizing the accuracy and fairness. Instead, we first monitor the

training process to detect neurons whose accuracy and fairness op-

timization get conflicts with each other. Then, we identify samples

that causes such contradictory optimizations. Lastly, we enforce

the optimizer to decide a balanced optimal direction that optimizes

both accuracy and fairness. By doing so, we remove the need of

introducing an adversary. It simplifies the training procedure and

is more lightweight compared with existing solutions.

3 DESIGN

3.1 Overview

Workflow. Figure 1 presents the workflow of FairNeuron. It takes

a biased model and its training data as inputs, and outputs a fixed

model. Firstly, FairNeuron performs neural network slicing, which

detects neurons and paths that have contradictory optimization

directions. Notice that because of the dense connections of DNN,

such neurons are typically connected with each, passing the biased

features from one layer to the next. As such, we do this in the path

granularity. In this step, we leverage a neuron slicing technique

which performs a differential analysis to identify the target paths.

Next, we leverage such paths to identify the samples that cause

such effects, known as the sample clustering. After this step, we

can separate the samples into two clusters, biased data samples and

benign samples. Lastly, we perform selective retraining to enforce

the model to learn unbiased features. Essentially, for samples in

different clusters, we have different training strategies. For samples

in the benign data cluster, we do not change anything, while for

samples in the biased cluster, we enforce detected neurons to con-

sider a larger set of features and weigh them to learn all features

that are important for prediction rather than the biased ones.

Algorithm. The overall algorithm of FairNeuron is presented

in Algorithm 1, denoted as Procedure FairNeuron. As mentioned
before, it takes a biased model BiasedModel and training dataset

TrainDataset as inputs, and outputs a fixed model, referred to as

NewModel in the algorithm. In the main algorithm, FairNeuron

analyze the relationship between dataset and model by getting

activation paths of each input sample (line 1-5). After acquiring

path information, FairNeuron groups the training dataset into two

parts (line 6). The first one is consists of benign samples whose acti-

vation paths are clustered by samples, and the second one is consists

of biased samples and corresponding paths. Then FairNeuron per-

forms different training strategies on them, it deactivates dropout

layers when training benign samples and activated them when

training biased samples.

3.2 Neural Network Slicing

In Neural Network Slicing, we try to find paths and neurons that

contain the optimizer finds contradictory optimization directions

for accuracy and fairness. Figure 2 shows the neural network slicing

method of FairNeuron. The input of this algorithm is the training

dataset and the biased model to fix, a neural network which has

already learned the weights based on a training dataset. We will

use this example to demonstrate how it works in this section.
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Figure 1: Overview of FairNeuron.

First, FairNeuron gets the average behavior of a neuron, by lever-

aging its activation values. The behavior of a neuron can be repre-

sented in many ways, and in FairNeuron, we use the most simple

and naive representation, its averaged activation value. Specifically,

FairNeuron calculates the average activation values of the neuron

for a given dataset, which is usually the training dataset.

Then, FairNeuron performs a forward analysis to understand

the diversity of a neuron behavior. Similar to the first step, we also

use the activation values of a neuron to represent the behavior

of the neuron. In this step, we feed individual inputs to the DNN,

and record the activation value differences between the average

activation and the value for this concrete input. By doing so, we

can estimate the contributions of each neuron to the output for a

given sample. This helps us to identify neurons that contain biased

features.

Afterwards, we obtain paths that contain biased features. Notice

that a DNN is a highly connected network, and as a layered struc-

ture, behaviors of a single layer will be passed to the next layer.

Because of this, biased features will be accumulated in this network,

and as a result, neurons in the last few layers will contribute a lot

to the biased prediction. On the other hand, these neurons do not

denote the root cause of such bias. To completely fix the neuron

network, it is important to identify the whole chain of such prop-

agation. So we comprehensively consider neurons and synapses

and calculate their contributions, and backtrack these contributions

in the network. We show the detail of this phase in the proce-

dure GetActivationPath in Algorithm 1. Starting from the output

neuron, we iteratively compute the contributions of the previous

neurons (line 19-22), which is similar to the backward propagation.

Then, we sort them in descending order (line 23), and add the key

synapses and corresponding neurons into the path set (line 24-29).

To determine if a synapse is a key synapse or not, we need to calcu-

late whether the sum of all the synapses that are connected to the

same successor neuron is still less than the threshold. The threshold

is determined by the activation value of subsequent neurons and

the hyperparameter 𝛾 .
Lastly, we identify conflict paths, namely paths that contain fea-

tures causing the biased prediction. Based on our observations, we

know that when making predictions, the model uses the benign fea-

ture set to make predictions for benign samples and use the biased

feature set to make predictions for biased samples. Considering

that a neuron represents a set of features, we know that biased

samples are activating neurons/paths that are different from the

others. Notice that biased paths/neurons takes a relatively small

portion of the whole neural network. Otherwise, the network will

make predictions on a lot of biased features, leading to low accuracy.

Based on this intuition, we obtain such conflict paths by analyzing

the frequency of the activated paths. More specifically, we set the

activation frequency of the most frequently activated path as the

standard, and compare the activation frequency of each path with

it. If the activation frequency of a certain path is less than a cer-

tain percentage of the standard (determined by 𝜃 ), then it can be
considered as a conflict path.

Example. Assume the biased model is a simple neural network

shown in Figure 2. The weight values have been labeled on the cor-

responding synapses in Figure 2(a). First we perform path profiling,

and the results are set to 0 for simplicity. Then we feed a sample

(3,1) into the model, and calculate its relative activation value on

each neuron. Take the top neuron of the second layer as an example,

its relative activation value is 3 × 2 + 1 × (−1) − 0 = 5, as shown

in Figure 2(c). Finally we backtrack the contributions of synapses

to get the activation path. Figure 2(d)-(f) shows how we get a path

iteratively. Let us denote the 𝑘-th neuron in the𝑚-th layer as 𝑛𝑚
𝑘
.

At first 𝑄 = 𝑛42, assuming 𝛾 = 0.8, we add 𝑛32 into 𝑄 ′ and do not

add the others because |6 × 2| > |0.8 × 9|. Then we let𝑄 = 𝑄 ′ = 𝑛32,

and add 𝑛23 since |6 × 2| > |0.8 × 6|. Last we add 𝑛11 and 𝑛12 into 𝑄 ′

because |3 × 1 ≤ 0.8 × 6| and |3 × 1| + |1 × 3| > |0.8 × 6|. Ultimately
we get all the paths iteratively. The conflict paths detection can

be regarded as the preceding step of sample clustering, and the

example in §3.3 shows its process. �

3.3 Sample Clustering

The sample clustering aims to measure the impact of input samples

on fairness. After detecting conflict paths, we can distinguish these

neurons exhibiting biased behavior. We handle the corresponding
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Figure 2: Abnormal path detection example.

samples of these neurons (denoted as biased sample) to improve

their fairness performance. Since we recorded the relationship be-

tween paths and samples (line 4 in Algorithm 1), we can easily find

these corresponding samples and get the training dataset divided

into two groups.

As shown in Algorithm 1, 𝑃𝑎𝑡ℎ𝐿𝑖𝑠𝑡 is a list which contains each
path and its corresponding activation samples. First, we count the

total number of path’s corresponding activation samples one by one,

and the number is denoted as activation frequency (line 34). Second,

we sort the activation frequency list we get above, and record its

maximum as 𝑀 (line 35). Third, we check whether these paths’

activation frequencies are greater than the threshold 𝜃 × 𝑀 . We

denote the paths which do not meet the above condition as biased

path, and denote their corresponding samples as biased sample.

After we detecting the biased paths, these biased samples can be

separated from ordinary samples (line 36-40).

Example. Suppose our training dataset has 40 samples, as shown

in Figure 3. We feed the training dataset into the biased model,

and obtain 4 different paths A, B, C and D based on the procedure

GetActivationPath in Algorithm 1. Then we count the number of

samples activating these 4 paths, and get 25, 10, 3, and 2 for A, B,

C, and D, respectively. We assume that 𝜃 = 0.3, so the threshold is
25 × 0.3 = 7.5 since the maximum of path activation statistics is 25.

Then, path C and D will both be classified as biased paths, which

results in 3 samples activating path C and 2 samples activating path

D being grouped in biased samples. �

Figure 3: Sample clustering example.

3.4 Selective Training

Finally, we perform ordinary training on the ordinary samples and

dropout training on biased samples obtained above. We do not need

to change the model structure, only need to change the activation

state of the dropout layers. Ordinary training means deactivating

the dropout layers for training.With the current training system, we

can activate dropout layers when training on these biased samples

and vice versa. By performing dropout training on these biased

neurons, we enforce them to learn more unbiased features rather

than biased ones to mitigate the fairness problems.

926

Authorized licensed use limited to: Xian Jiaotong University. Downloaded on December 01,2022 at 05:50:45 UTC from IEEE Xplore.  Restrictions apply. 



FairNeuron: Improving Deep Neural Network Fairness with Adversary Games on Selective Neurons ICSE ’22, May 21–29, 2022, Pittsburgh, PA, USA

Algorithm 1 FairNeuron Algorithm

Input: 𝐵𝑖𝑎𝑠𝑒𝑑𝑀𝑜𝑑𝑒𝑙 : a biased model to fix
Input: 𝑇𝑟𝑎𝑖𝑛𝐷𝑎𝑡𝑎𝑠𝑒𝑡 : training dataset
Output: 𝑁𝑒𝑤𝑀𝑜𝑑𝑒𝑙 : trained model after fixing
1: procedure FairNeuron

2: 𝑃𝑎𝑡ℎ𝐿𝑖𝑠𝑡 ← []

3: for 𝑠𝑎𝑚𝑝𝑙𝑒 ∈ 𝑇𝑟𝑎𝑖𝑛𝐷𝑎𝑡𝑎𝑠𝑒𝑡 do
4: 𝑃 ← 𝐺𝑒𝑡𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛𝑃𝑎𝑡ℎ(𝐵𝑖𝑎𝑠𝑒𝑑𝑀𝑜𝑑𝑒𝑙, 𝑠𝑎𝑚𝑝𝑙𝑒,𝛾)
5: 𝑃 .𝑠𝑎𝑚𝑝𝑙𝑒 ← 𝑠𝑎𝑚𝑝𝑙𝑒
6: 𝐴𝑝𝑝𝑒𝑛𝑑 (𝑃𝑎𝑡ℎ𝐿𝑖𝑠𝑡, 𝑃)

7: 𝑂, 𝑆 ← 𝐺𝑒𝑡𝑆𝑎𝑚𝑝𝑙𝑒𝑠𝐷𝑖𝑣𝑖𝑑𝑒𝑑 (𝑃𝑎𝑡ℎ𝐿𝑖𝑠𝑡, 𝜃 )
8: 𝑁𝑒𝑤𝑀𝑜𝑑𝑒𝑙 ← 𝐵𝑖𝑎𝑠𝑒𝑑𝑀𝑜𝑑𝑒𝑙
9: for 𝑜 ∈ 𝑂 do

10: 𝑂𝑟𝑑𝑖𝑛𝑎𝑟𝑦𝑇𝑟𝑎𝑖𝑛𝑖𝑛𝑔(𝑁𝑒𝑤𝑀𝑜𝑑𝑒𝑙, 𝑜)

11: for 𝑠 ∈ 𝑆 do

12: 𝐷𝑟𝑜𝑝𝑜𝑢𝑡𝑇𝑟𝑎𝑖𝑛𝑖𝑛𝑔(𝑁𝑒𝑤𝑀𝑜𝑑𝑒𝑙, 𝑠)
return 𝑁𝑒𝑤𝑀𝑜𝑑𝑒𝑙

Input: 𝑀𝑜𝑑𝑒𝑙 : model to analyze
Input: 𝑆𝑎𝑚𝑝𝑙𝑒 : samples used in analyze
Input: 𝛾 : hyperparameter to determine the activation of neurons
Output: 𝑃 : path activated
13: procedure GetActivationPath

14: 𝑃 ← ∅

15: 𝑄 ← ∅

16: 𝑄 ← 𝑂𝑢𝑡𝑝𝑢𝑡𝑁𝑒𝑢𝑟𝑜𝑛
17: while 𝑄 ≠ ∅ do

18: 𝑄 ′ ← ∅

19: for 𝑞 ∈ 𝑄 do

20: 𝑁 ← 𝐺𝑒𝑡𝑃𝑟𝑒𝑁𝑒𝑢𝑟𝑜𝑛(𝑞)
21: for 𝑛 ∈ 𝑁 do

22: 𝐶𝑜𝑛𝑡𝑟𝑖𝑏𝐿𝑖𝑠𝑡 [𝑛] ← 𝐶𝑜𝑚𝑝𝑢𝑡𝑒𝐶𝑜𝑛𝑡𝑟𝑖𝑏 (𝑛)

23: 𝑆𝑜𝑟𝑡𝑒𝑑𝐿𝑖𝑠𝑡 ← 𝑆𝑜𝑟𝑡 (𝐶𝑜𝑛𝑡𝑟𝑖𝑏𝐿𝑖𝑠𝑡)
24: 𝑆𝑢𝑚 ← 0

25: for 𝑖 ← 0 𝑡𝑜 𝑙𝑒𝑛(𝐶𝑜𝑛𝑡𝑟𝑖𝑏𝐿𝑖𝑠𝑡) do
26: if 𝑆𝑢𝑚 ≤ 𝛾 × 𝑞.𝑣𝑎𝑙𝑢𝑒 then

27: 𝑆𝑢𝑚 ← 𝑆𝑢𝑚 + 𝑆𝑜𝑟𝑡𝑒𝑑𝐿𝑖𝑠𝑡 [𝑖] .𝑣𝑎𝑙𝑢𝑒
28: 𝑄 ′ ← 𝑄 ′ ∩ 𝑆𝑜𝑟𝑡𝑒𝑑𝐿𝑖𝑠𝑡 [𝑖] .𝑖𝑛𝑑𝑒𝑥
29: 𝑃 ← 𝑃 ∩ (𝑆𝑜𝑟𝑡𝑒𝑑𝐿𝑖𝑠𝑡 [𝑖] .𝑖𝑛𝑑𝑒𝑥, 𝑞.𝑖𝑛𝑑𝑒𝑥)

30: 𝑄 ← 𝑄 ′

return 𝑃

Input: 𝑃𝑎𝑡ℎ𝐿𝑖𝑠𝑡 : a list of paths used to cluster samples
Input: 𝜃 : hyperparameters used to find conflict paths
Output: 𝑂𝐿, 𝐴𝐿: benign and biased samples, respectively.
31: procedure GetSamplesDivided

32: 𝑂𝐿 ← []

33: 𝐴𝐿 ← []

34: 𝑃𝑎𝑡ℎ𝐿𝑖𝑠𝑡 .𝑐𝑜𝑢𝑛𝑡 ← 𝐶𝑜𝑢𝑛𝑡 (𝑃𝑎𝑡ℎ𝐿𝑖𝑠𝑡 .𝑠𝑎𝑚𝑝𝑙𝑒𝑠)
35: 𝑀 ← 𝑀𝑎𝑥 (𝑃𝑎𝑡ℎ𝐿𝑖𝑠𝑡 .𝑐𝑜𝑢𝑛𝑡)
36: for 𝑖 ← 0 𝑡𝑜 𝑙𝑒𝑛(𝑃𝑎𝑡ℎ𝐿𝑖𝑠𝑡) do
37: if 𝑃𝑎𝑡ℎ𝐿𝑖𝑠𝑡 [𝑖] .𝑐𝑜𝑢𝑛𝑡 ≤ 𝜃 ×𝑀 then

38: 𝐴𝑝𝑝𝑒𝑛𝑑 (𝑂𝐿, 𝑃𝑎𝑡ℎ𝐿𝑖𝑠𝑡 [𝑖] .𝑠𝑎𝑚𝑝𝑙𝑒𝑠)
39: else

40: 𝐴𝑝𝑝𝑒𝑛𝑑 (𝐴𝐿, 𝑃𝑎𝑡ℎ𝐿𝑖𝑠𝑡 [𝑖] .𝑠𝑎𝑚𝑝𝑙𝑒𝑠)
return 𝑂𝑟𝑑𝑖𝑛𝑎𝑟𝑦𝐿𝑖𝑠𝑡, 𝐴𝑏𝑛𝑜𝑟𝑚𝑎𝑙𝐿𝑖𝑠𝑡

Table 1: Experimented DNN models.

Dataset Model Accuracy

Census 3 Hidden-layer Fully-connected NN 83.9%

Credit 3 Hidden-layer Fully-connected NN 73.4%

COMPAS 3 Hidden-layer Fully-connected NN 62.1%

4 EVALUATION

4.1 Experiment Setup

4.1.1 Hardware and software. We conducted our experiments on a

GPU server with 32 cores Intel Xeon 2.10GHz CPU, 256 GB system

memory and 1 NVIDIA TITAN V GPU running the Ubuntu 16.04

operating system.

4.1.2 Datasets. Weevaluated ourmethod on three popular datasets:

the UCI Adult Census, COMPAS, and German Credit.

• UCI Adult Census. The UCI Adult Census was extracted

from the 1994 Census bureau database, gathering 32,561

instances represented by 9 features such as age, education

and occupation. The gender is considered as the sensitive

attribute.

• COMPAS. The COMPAS system is a popular commercial

algorithm used by judges for predicting the risk of recidivism,

and the COMPAS dataset is a sample outcome from the

COMPAS system. The race of each defendant is the sensitive

attribute.

• German Credit. This is a small dataset with 600 records

and 20 attributes. The original aim of the dataset is to give

an assessment of individual’s credit based on personal and

financial records. The gender is the sensitive attribute.

4.1.3 Models. In our experiment, we built a fully-connected neural

network with three hidden layers for each dataset respectively. For

the COMPAS and the German Credit dataset, each hidden layer is

composed of 32 neurons, while for the UCI Adult Census dataset,

each hidden layer is composed of 128 neurons due to its larger

encoded input. The details of the models used in the experiments

are shown in Table 1.

We use the softmax activation function for Census and German

Credit to achieve binary classification, and the linear activation

function for COMPAS to get recidivism scores. We randomly sep-

arate the dataset into the training, validation, and test sets, by a

ratio of 7:1:2, respectively. The neural network is trained by the

Adam optimizer with 𝛽1 = 0.9, 𝛽2 = 0.9999, and initial learning
rate 𝑙𝑟 = 0.01, which is scheduled by a factor of 0.1 when reaching
a plateau.

4.1.4 Hyperparameter tuning. To obtain the suitable hyperparam-

eters 𝜃 and 𝛾 , we run a parallel grid search for hyperparameters
to optimize training loss function. We sample 𝜃 between the in-

terval [10−4, 1] proportionally, and sample 𝛾 between the interval

[0.5, 1]. Following the standard practice in machine learning, the
grid search is performed on a small subset drawn from the training

set in a certain proportion (e.g., 10%), and we utilize the ray tune

tool to perform it automatically [6].
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4.1.5 Metrics and baseline methods. We compare our algorithm

with other popular in-processing state-of the-art fixing algorithms,

such as FAD [11] and Ethical Adversaries [25]. Besides, we also

compared with the representative algorithms of the other two kinds

of fixing algorithms, reweighing in pre-processing [41] and Reject

Option Classification in post-processing [42].

We aim to answer the following research questions through our

experiments:

RQ1: How effective is our algorithm in fixing bias model?

RQ2: How efficient is our algorithm in fixing bias model?

RQ3: How parameters affect model performance?

RQ4: How our algorithm perform in image datasets?

4.2 Effectiveness of FairNeuron

ExperimentDesign:To evaluate the effectiveness of FairNeuron,

we test the followingmodels: the naive baseline model, models fixed

by FAD, by Ethical Adversaries, and by FairNeuron. Due to the

randomness in these experiments, we ran the training 10 times to

ensure the reliability of results and enforced these fixing algorithms

to share the same original training dataset. To measure the effec-

tiveness of FairNeuron, we compare the performance between

FairNeuron and the other algorithms in terms of both utility and

fairness. To demonstrate the effectiveness of the three components

of FairNeuron (i.e. neural network slicing, sample clustering and

selective training), we conducted a detailed comparison between

our algorithm and other popular works.

Results: The details of the comparison results are presented in

Table 4. The first column lists the three datasets. The second column

shows the different algorithm. The third column lists the utility,

and the remaining columns list the fairness criteria. The model

utilities are evaluated by binary classification accuracy (Acc), and

the fairness performance are measured by demographic parity (DP),

demographic parity ratio (DPR), and Equal opportunity (EO). The

best results are shown in bold.

Analysis: The experimental results demonstrate the effectiveness

of our algorithm. Firstly, FairNeuron can effectively fix the fair-

ness bias of all models trained on different datasets. Secondly,

FairNeuron achieves the highest utility among all models with

fairness constraints, and even surpasses the naive model on COM-

PAS and Credit.

Table 4 shows the fairness improvement of naive models on Cen-

sus, Credit and COMPAS, respectively. FairNeuron improves DPR

by 98.47%, 157.23%, and 3895.23%, mitigates fairness problem by

69.69%, 21.12% and 38.95% in terms of EO, and 74.68%, 2.08%, 96.19%

in terms of DP. Compared with the other algorithms, FairNeuron

achieves the best fairness performance on Census and COMPAS.

However, the EO and DP results of FairNeuron on Credit is not

satisfactory. After our careful analysis, we found that our neuron

network slicing is not fully functional since Credit only has 600

instances. Thus, how to improve the utility of models training on

such small datasets will be one of our future works.

Besides, Table 4 demonstrates that FairNeuron has little impact

on model utility after a successful fairness fixing, and even has

the advantage of increasing accuracy by fixing fairness problems.

The average utility of FairNeuron is the highest among all models

with fairness constraints, which exceeds ROC by 27.9%, Reweighing

Table 2: Random clustering vs. our clustering

Method Acc DP DPR EO

Random 0.749 0.325 1.89 0.159

Ours 0.799 0.013 1.02 0.058

by 17.5% , Ethical Adversaries by 3.85% and FAD by 27.22%, and

even surpasses the naive model on the German Credit and COMPAS

datasets. The detailed average accuracy change is -0.83%, 1.36%, and

28.66%. We found that it is mainly because FairNeuron improves

the utility by mitigating the overfitting problem in model training

procedures, and the size of Census dataset is relatively large, so its

overfitting problem is unobvious.

In summary, FairNeuron can effectively fix the bias training

procedures, and has little impact on the model utility while im-

proving the fairness performance significantly. Then we prove the

effectiveness of each step in FairNeuron separately.

4.2.1 Effectiveness of neuron network slicing. Figure 4 shows a

example of the distribution of abnormal paths. Here, the maximum

of path activation statistics is 47, and we assume 𝜃 = 0.03, so the
threshold is 1.41, as the green line shows. We can see that most of

non-zero paths are concentrated near 1, but the proportion of their

corresponding samples is not high. These paths are the abnormal

paths detected by our approach.

Figure 4: Result of neuron network slicing. The blue step line

presents the probability density function of path activation statis-

tics, the red line presents the accumulation of sample ratio, and the

green line presents the threshold.

4.2.2 Effectiveness of sample clustering. To demonstrate the effec-

tiveness of sample clustering, we compare the fixing performance

between our sample separation and the random clustering methods.

We set the number of randomly-obtained abnormal samples to be

the same as that of FairNeuron.

Table 2 reports the performance of different clustering methods.

With our method, the average accuracy is improved by 6.68%, and

the fairness performance has also been greatly improved, which

are 96.19%, 97.67% and 38.95% of DP, DPR and EO, respectively.
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Table 3: Comparison among dropout, ordinary and selective train-

ing.

Training approach Acc DP DPR EO

Ordinary 0.575 0.733 0.183 0.683

Dropout 0.621 0.341 1.860 0.095

Selective 0.799 0.013 1.021 0.058

Table 4: Results on the three datasets. Best results are in bold.

Dataset Model Acc DP EO DPR

Census

Naive model 0.839 0.079 0.102 0.609

ROC 0.597 0.044 0.051 0.773

Reweighing 0.719 0.059 0.0141 1.497

FAD 0.612 0.059 0.061 0.518

Ethical Adversaries 0.814 0.031 0.179 0.784

FairNeuron 0.832 0.020 0.031 0.869

Credit

Naive model 0.734 0.048 0.142 0.407

ROC 0.646 0.041 0.073 1.273

Reweighing 0.632 0.067 0.066 0.828

FAD 0.710 0.000 0.000 inf

Ethical Adversaries 0.715 0.041 0.031 2.442

FairNeuron 0.744 0.047 0.112 0.834

COMPAS

Naive model 0.621 0.341 0.095 1.860

ROC 0.618 0.083 0.069 0.890

Reweighing 0.671 0.193 0.176 1.406

FAD 0.567 0.057 0.114 0.926

Ethical Adversaries 0.759 0.095 0.095 1.203

FairNeuron 0.799 0.013 0.058 1.021

4.2.3 Effectiveness of selective training. To show the effectiveness

of selective training, we provide a comparison among pure dropout,

pure ordinary and selective training.

Table 3 presents the results of different training approaches.

Selective training surpasses the ordinary training by 38.96%, 98.22%,

97.43% and 91.50%, while surpassing the pure dropout training

by 22.27%, 96.19%, 97.55% and 38.95% in Acc, DP, DPR and EO,

respectively. It confirms that the selective training in FairNeuron

can achieve high accuracy and fairness.

4.3 Efficiency of FairNeuron

Experiment Design: To evaluate the efficiency of FairNeuron,

we measured the time usage of ordinary training, Ethical Adver-

saries and FairNeuron training on all three datasets.We performed

10 trials which uses random training/test data splitting, naive model

training, hyperparameter tuning and model repairing (for Ethical

Adversaries and FairNeuron) and computed the average overhead

to avoid randomness. Table 5 presents how much time it takes to

complete its fixing for each method. For Ethical Adversaries, it

shows the time for per iteration in 50 iterations. For FairNeuron,

it shows the time usage per trial. We also recorded the time usage

of each step in FairNeuron. Results and analysis are presented

below.

Table 5: Time to train a model.

Dataset Naive EA (/iteration) FairNeuron (/trial)

Census 115.74s 1439.96s 254.41s

Credit 3.07s 33.24s 31.49s

COMPAS 11.92s 81.93s 44.31s

Table 6: Time used in each step.

Dataset Para selection Slicing Clustering Training

Census 115.41s 25.37s 43.70s 74.37s

Credit 30.98s 0.20s 6.73e-4s 0.30s

COMPAS 40.76s 2.09s 0.06s 1.40s

Results: Table 5 shows the comparison of time usage among ordi-

nary training, Ethical Adversaries and FairNeuron training. The

first column lists the three datasets and the remaining columns show

the different training methods. On average, FairNeuron takes 5.39

times of ordinary training and 55.49% of Ethical Adversaries.

Table 6 reports the time costs of each step. The first column also

lists the three datasets and the remaining columns show the time

costs of hyperparameters selection, neuron network slicing, sample

clustering and selective training respectively.

Analysis: For ordinary training, the runtime overhead all comes

from the training procedure, but for FairNeuron, the hyperparam-

eters tuning accounts for a larger ratio of the total time usage, as

shown in Table 6. So FairNeuron takes only less than twice of the

time usage of ordinary training on large datasets like Census, but

on small datasets like the German Credit dataset, it takes relatively

a long time. If FairNeuron tries more times, the average time will

be reduced because the hyperparameters tuning is only conducted

once.

Overall, FairNeuron is more efficient than Ethical Adversaries

in fixing models, with an average speedup of 180%.

4.4 Effects of Configurable Hyperparameters

FairNeuron leverages two configurable hyperparameters, 𝜃 and
𝛾 , to fix fairness problems. The hyperparameters 𝛾 represents the

threshold of neuron activation, and its value affects the complexity

of the path. As its value decreases, more neurons and synapses

are included in the path, resulting in a more complex path. And 𝜃
represents the threshold of neuron network slicing. The lower is

the 𝜃 , the fewer paths are classified as abnormal.
We conduct a comparison experiment of these hyperparameters.

𝜃 varies between the interval [10−4, 1] and 𝛾 varies between the

interval [0.5, 1]. Note that we use logarithmic coordinates for 𝜃
since its value is sampled proportionally.

Figure 5 shows how hyperparameters assignments will affect

the performance. Based on our results in comparison with the

naive model and Ethical Adversaries, we can conclude that our

algorithm does perform better on this task and is not sensitive to

hyperparameters assignments except for EO (Figure 5(c) & (g)). By

increasing the weight of EO in hyperparameter tuning loss function,

we can constrain its fluctuations.
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(a) 𝜃 -accuracy (b) 𝜃 -DP (c) 𝜃 -EO

(d) 𝜃 -DPR (e) 𝛾-accuracy (f) 𝛾-DP

(g) 𝛾-EO (h) 𝛾-DPR

Figure 5: Effect of hyperparameters 𝜃 and 𝛾 . 𝜃 is sampled proportionally, so we take the logarithm of 𝜃 as x axis.

4.5 Performance on Image Datasets

Experiment Design:We also explored the possibility of using our

method in fixing models on image datasets, which has not done

by baseline methods due to their inefficiency. In our experiment,

we leverage a 4-layer fully-connected NN trained on MNIST [5]

and ResNet-18 [37] trained on CIFAR-10 [1], compare FairNeuron

with the naive model and random dropout. We use Class-wise

Variance (CV) and Maximum Class-wise Discrepancy (MCD) as

fairness metrics.

Results: Table 7 summarizes our results. The first column lists the

datasets. The second column shows the different model, and the

remaining columns list the performance. The best results are shown

in bold. As we can see from the table, FairNeuron can effectively

improve the model fairness by 20% for MCD and 80% for CV. We

discuss it further in §6.

Table 7: Results on image datasets. Best results are in bold.

Dataset Model Acc CV MCD

MNIST

Naive model 0.957 6.66e-5 0.057

Random dropout 0.949 3.58e-5 0.052

FairNeuron 0.961 9.54e-6 0.046

CIFAR-10

Naive model 0.814 6.04e-4 0.236

Random dropout 0.798 8.55e-4 0.464

FairNeuron 0.808 1.16e-4 0.187

5 RELATEDWORK

Neural Network Slicing. Path analysis or dataflow analysis [13]

is a fundamental technique in traditional software engineering

tasks like testing, debugging and optimization. It offers a window

to study program’s dynamic behavior. In recent years, with the de-

velopment of AI security, especially adversarial attack and defense,

930

Authorized licensed use limited to: Xian Jiaotong University. Downloaded on December 01,2022 at 05:50:45 UTC from IEEE Xplore.  Restrictions apply. 



FairNeuron: Improving Deep Neural Network Fairness with Adversary Games on Selective Neurons ICSE ’22, May 21–29, 2022, Pittsburgh, PA, USA

conflict path detection has been used for interpretability. Wang et

al. [63] proposed a method to interpret neural networks by extract-

ing the critical data routing paths (CDRPs), and they demonstrated

its effectiveness on adversarial sample detection problem. Qiu et

al. [56] treat a neural network as a dataflow graph, which can be

applied the profiling technique to extract its execution path. Zhang

et al. [73] apply the dynamic slicing on deep neural networks.

Fairness of ML. With the increasing use of automated decision-

making approaches and systems, fairness considerations in ML

have gained significant attention. Researchers found many fairness

problems with high social impact, such as standardized tests in

higher education [24], employment [34, 57, 61], and re-offence

judgement [16, 17, 20, 51]. Besides, governments (e.g. the EU [62]

and the US [54, 55]), organizations [49], and the media have called

for more societal accountability and social understanding of ML.

To address the concern above, numerous fairness notions are

proposed. In high level, these fairness notions can be split into three

categories: (i) individual fairness, which requires that similar indi-

viduals should be treated similarly [26, 46, 67]; (ii) group fairness,

which concerns about whether subpopulation with different sen-

sitive characteristics are treated equally [28, 35, 70]; (iii) Max-Min

fairness, which try to improve the per-group fairness [36, 45, 69].

Fairness testing is also an important research direction, and its

approaches mostly based on generation techniques. THEMIS [14]

considers group fairness using causal analysis and uses random test

generation to evaluate fairness. AEQUITAS inherits and improves

THEMIS, and focuses on the individual discriminatory instances

generation [60]. Later, ADF combines global search and local search

to systematically search the input space with the guidance of gradi-

ent [71]. Symbolic Generation (SG) integrates symbolic execution

and local model explanation techniques to craft individual discrim-

inatory instances [12].

The ML model needs to be repaired after the fairness problem is

found. These approaches can be generally split into three categories:

(i) Pre-processing approaches, which fix the training data to reduce

the latent discrimination in dataset. For example, the bias could be

mitigated by correcting labels [40, 70], revising attributes [28, 41],

generating non-discrimination data [58, 64], and obtaining fair data

representations [18]. (ii) In-processing approaches, which revise the

training of the bias model to achieve fairness [66, 68]. More specifi-

cally, these approaches apply fairness constraints [26, 66], propose

an objective function considering the fairness of prediction [68],

or design a new training frameworks [11, 64]. (iii) post-processing

approaches, which directly change the predictive labels of bias

models’ output to obtain fairness [35, 53].

6 CONCLUSION

In this paper, we proposed a lightweight algorithm FairNeuron to

effectively fixing fairness problems for deep neural network through

path analysis. Our algorithm combines a path analysis procedure

and a dropout procedure to systematically improve model perfor-

mance. FairNeuron searches bias instances with the guidance of

path analysis and mitigates fairness problems by dropout training.

Our evaluation results show that FairNeuron has significantly bet-

ter performance both in terms of effectively and efficiently in fixing

bias models. For CNN model, we can only perform FairNeuron

on the last full-connected layer, so its performance is not ideal. We

will improve FairNeuron on CNN in the future.
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