1. Network Architecture

Our flow computation and flow interpolation CNNs share a similar U-Net architecture, shown in Figure 1. The U-Net is a fully convolutional neural network, consisting of an encoder and a decoder, with skip connections between the encoder and decoder features at the same spatial resolution. For both networks, we have 6 hierarchies in the encoder, consisting of two convolutional and one Leaky ReLU ($\alpha = 0.1$) layers. At the end of each hierarchy except the last one, an average pooling layer with a stride of 2 is used to decrease the spatial dimension. There are 5 hierarchies in the decoder part. At the beginning of each hierarchy, a bilinear upsampling layer is used to increase the spatial dimension by a factor of 2, followed by two convolutional and Leaky ReLU layers.

For the flow computation CNN, it is crucial to have large filters in the first few layers of the encoder to capture long-range motion. Therefore, we use $7 \times 7$ kernels in the first two convolutional layers and $5 \times 5$ in the second hierarchy. For the rest layers in the flow computation CNN, we use $3 \times 3$ convolutional kernels.

Similarly, for the flow interpolation CNN, $7 \times 7$ and $5 \times 5$ kernels are used in the first and second hierarchies, respectively. For the rest layers, we use $3 \times 3$ convolutional kernels.

2. Visual Comparisons on UCF101

Figure 2 and Figure 3 show visual comparisons of single-frame interpolation results on the UCF101 dataset. For more visual comparisons, please refer to our sup-

References

Figure 2: Visual comparisons on the UCF101 dataset. (a) Ground truth in-between frame, interpolation results from (b) PhaseBased [4], (c) FlowNet2 [1, 2], (d) SepConv [5], (e) DVF [3], and (f) Ours.
Figure 3: Visual comparisons on the UCF101 dataset. (a) Ground truth in-between frame, interpolation results from (b) PhaseBased [4], (c) FlowNet2 [1, 2], (d) SepConv [5], (e) DVF [3], and (f) Ours.