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Teaching by
Knowledge Distillation:

A model (the student) is trained to mimic
the predictions of a pretrained model
(the teacher)



Bob went to the <MASK>
to get a buzz cut

Bob went to the <MASK>
to get a buzz cut

—

—

BERT
(teacher):

12 layer
Transtormer

DistiIBERT
(student):
o layer
Transformer

barbershop: 54%
barber: 20%
— salon: 6%

stylist: 4%

Soft targets

Cross entropy loss to

/ predict soft targets

Loe =

Z t;log(s;)
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Faets Perspectives

e Many materials are based on our interpretation/
perspective of the latest findings

 QOr even just insights
 NoO good textbook on this 7

e Perspectives are debatable
 (Could be even controversial

e You often see lots of debate between experts

* You can learn different perspectives in talks, Mohit’s
videos, or just ask ChatGPT

e Uncertainty could lead to creativity

 (Challenge me! Just like | challenge some mainstream
perspectives




Fundamental Limitations are
Bases of Predicting the Future

CIO JOURNAL

The Hottest Al Job of 2023 Is Already
Obsolete

Prompt engineering, a role aimed at crafting the perfect input to send to
a large language model, was poised to become one of the hottest jobs Iin
artificial intelligence. What happened?

https://www.wsj.com/articles/the-hottest-ai-job-0f-2023-is-already-obsolete-1961b054



OpenAl’s Path Toward AGI

* Application Oriented Level
 ChatBots
 Reasoners
 Agents
* Innovators

* Organizations

The 5 Levels of Al

(OpenAl Classification System)

Level 5: Al that can perform the
work of an entire organisation

Level 4: Al that can aid in
invention and discovery

Level 3: Systems that can take
actions on behalf of users

@ ko Level 2: Al with human-level
] problem-solving abilities
REASONERS \

Level 1: Al with conversational
language capabilities
CHATBOTS

https://www.linkedin.com/posts/
gusmclennan_openai-agi-aiprogress-
activity-7238696300790038530-rmjk/



When will AGlI Come?

Google DeepMind 145-page
paper predicts AGI will
match human skills by
2030 — and warns of
existential threats that
could ‘permanently destroy
humanity’

https://fortune.com/2025/04/04/
google-deeepmind-agi-ai-2030-
risk-destroy-humanity/

342". YannLeCun @ B
.@,

A n EX' 0 p e n A I re S e a rc h e r | said that reaching Human-Level Al "will take several years if not a

decade."

[ J
p re d I Cts AG I b U 2 O 27— Sam Altman says "several thousand days" which is at least 2000 days (6

years) or perhaps 3000 days (9 years).

here's the wild roadmap.

But | think the distribution has a long tail: it could take much longer than
You think the pace of Al development is going fast now? You ain't that. In Al, it almost always takes longer.

seen nothing yet.

In any case, it's not going to be in the next year or two.

https://www.theneuron.ai/explainer-articles/
an-ex-openai-researcher-predicts-agi-
by-2027--heres-the-wild-roadmap

https://x.com/ylecun/status/
18465746058943409507lang=en



What are the things humans can do
but LLMs cannot do?




LLM vs Human

* Please tell me a story about rabbit, machine, and sky d

ﬁ

fat
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LLM vs Human

* Please tell me a story about rabbit, machine, and sky

/o, U
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LM vs Human

S ©2

ﬁ

* Please tell me a story about rabbit, machine, and sky

D Which is better?
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 Please tell me a story about rabbit, machine, and sky

Difficulty Grit
— Machine

O
- Rockef\‘
H
f\op \ ® !
@ Sky
'Q. Physics

Lu, Ximing, Melanie Sclar, Skyler Hallinan, Niloofar Mireshghallah, Jiacheng Liu, Seungju Han, Allyson Ettinger et al. "Al as Humanity's Salieri: Quantifying _I 3
Linguistic Creativity of Language Models via Systematic Attribution of Machine Text against Web Text." arXiv preprint arXiv:2410.04265 (2024).

High




Human’s Understanding vs LLM’s Prediction

“Predicting the next token well means that

you understand the underlying reality that
led to the creation of that token”

llya Sutskever This is true, but
not always true [1].

/

NE-

Natural Language &
Understanding |

What Human Learns What Human Learns

L e e =

pe——

Casual Rule,
Reasoning,
Common Sense

e.g., Ocean could

be a person ;

" Next token .m S |
Sentence 1 prediction Sentence 2 Sentence 3

[1] West, Peter, et al. "THE GENERATIVE Al PARADOX:*"What It Can
Create, It May Not Understand™." The Twelfth ICLR. 2023.

What Machine often Learns What Machine often Learns

S | e R —
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Prediction vs Thinking
On the Reasoning Capacity of Al Models and How to D _._

Quantify It (https://arxiv.org/pdf/2501.138337?)

\

\

J

/ \‘¢0 D Reasoning —I
What Human Learns b‘

Memorization
NLU i
e.g., Ocean could |
be a person ’
[Viachine otten Fearns -Guessing
Next token l
Sentence 1 prediction m Sentence 2
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Guesses vs Reasoning

353295

Addition Algorithm /

N < 590834

5+3=28
353 + 237 =590
32 + 75 =107
353219 + 237582 = 590801

353295 + 227439 = 580734 ;
35329 + 274 = 35603 '_Problem:

D329 + 2743 = 8072 353295 + 237530 = 590801 x

Math Exercise

16




Digits in Number 2

20191817161514131211109 8 7 6 5 4 3 2 1

Digits in Number 2

20191817161514131211109 8 7 6 5 4 3 2 1

Arithmetic Computation Limitation
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e [ransformer architecture design
 MLP retrieves the relevant memory from training

o Self-attention retrieves and merges the memories
MLP retrieves

 [ransformers are not designed to handle logic

https://x.com/
yuntiandeng/status/
1889704768135905332

|7

-~

function multiply (x[1l.

\

-pl, Y[1l..9]):
// multiply x for each y[i]

for i = qtol
carry 0
for j p tol
t = x[j] * y[i]
t += carry

summands[i] = digits

// add partial results (computation not shown)

product = Y, summands{q+1-i]-101~1
return product A(X)J

A(x) for

Color

multiply c
legend: ( et ) ( carry ) Cmod 10) |

Figure 1: Transformation of an algorithm A to its computational graph G 4(x). The depicted example is of
long-form multiplication algorithm A, for inputs x = [7, 49| (i.e. computing 7 X 49).

Faith and Fate: Limits of Transformers on Compositionality (https://proceedings.neurips.cc/

paper files/paper/2023/file/deb3c28192f979302¢c157cb653c15e90-Paper-Conference.pdf)



https://proceedings.neurips.cc/paper_files/paper/2023/file/deb3c28192f979302c157cb653c15e90-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2023/file/deb3c28192f979302c157cb653c15e90-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2023/file/deb3c28192f979302c157cb653c15e90-Paper-Conference.pdf

Unique Way to do Addition

What is

22-38 ‘

One path approximates the answer roughly

f
\
h 4

o
s

36

7

number
ending in 6

-

Early features
parse out the
structure of the
numbers

50-59

59

number
ending in 9

«—b{ 30-70 }‘
. » +30-80

r—F{ add 54-59 }—%[ fg;_‘g‘} }—H—p{ sum 88-97 } y
A 4

- sum = 95

(P 55

The two paths combine at the end

to produce the answer
add number # ending in 6 dsin 5
ending in9 + # ending in 9 DA

One path determines the last digit of the sum precisely




Distraction in Math Problems

ol-preview -17.5
Gemma-T7b-it -20.6

GSM-NoOp

Oliver picks 44 kiwis on Friday. Then he picks 58 kiwis on Saturday. On Sunday, he picks double the

number of kiwis he did on Friday, but five of them were a bit smaller than average. How many kiwis Mistral-7b-v0.3-24.0

et ke LERol Mistral-7b-v0.1 ~ -28.3
_____________________________________________________________________________ ol-mini -29.1

ol-mini: Oliver picks kiwis over three days as follows: . :

- Friday: 44 kiwis Mistral-7b-instruct-v0.1 |-29.6

- Saturday: 58 kiwis Gemma2-2b-it -31.8

- Sunday: Double the number he picked on Friday, which is 2 X 44 = 88 kiwis
However, on Sunday, 5 of these kiwis were smaller than average. We need to subtract them from the GPT-4o -32.0
Sunday total: 88 (Sunday’s kiwis) - 5 (smaller kiwis) = 83 kiwis Now, summing up the kiwis from all Gemmaz2-2b -38.6
three days: 44 (Friday) + 58 (Saturday) + 83 (Sunday) = 185 kiwis Oliver has a total of 185 kiwis.

» |GPT-40-mini -40.0
___________________________________________________________________________________ <5
T Mistral-7b-instruct-v0.3 -40.3
Llama3-8B: Let’s break it down step by step: = .
Oliver picks 44 kiwis on Friday. He picks 58 kiwis on Saturday. On Sunday, he picks double the number Phi-2 -44.9

of kiwis he did on Friday, which is 2 x 44 = 88 kiwis. Llama3-8b-instruct -57.4
Five of the kiwis picked on Sunday are a bit smaller than average, so we subtract 5 from the total

number of kiwis picked on Sunday: 88 - 5 = 83 kiwis. Now, let’s add up the total number of kiwis e e Y 7.8
Oliver has: Mathstral-7b-v0.1 -59.7
44 (FrldaY) + 58 (Saturda}') + 83 (SundaY) = 185 kiwis Gemma2_27b_it _597
So, Oliver has 185 kiwis in total. '
Phi-3.5-mini-instruct -62.5
GemmaZ2-9b-it -63.0
Gemma2-9b -63.0
Figure 7: An example from the GSM-NoOp dataset: We add seemingly relevant statements to the Phi-3-small-128k-instruct 64.0
questions that are, in fact, irrelevant to the reasoning and conclusion. However, the majority of Phi-3-mini-128k-instruct 65.7
models fail to ignore these statements and blindly convert them into operations, leading to mistakes. 0 T 0 D30 10 50 =60

GSM8K — GSM-NoOp Accuracy Drop(%)

GSM-Symbolic: Understanding the Limitations of Mathematical Reasoning in Large Language Models (https://arxiv.org/pdf/2410.05229)
19



https://arxiv.org/pdf/2410.05229

Memorization vs Reasonlng

What are their roles in Harry Potter?
What is going to happen next?

The Boy WhO leed Story Understanding . Their son ...
Common Sense
R = — y ———— [ They EEN
MlsDurslcy.ofnumberfouranetDnve were proud to f----------------------> “Mr ...
they were perfectly normal| t They .
%hst people you'd expect 1o be involved in anything ! Mrs
mysteﬂous. because they just didn't hold with such : ) et
| ) I
was the director of a firm called Grunnings, whm :
\ : Problem Memory Shortcut
Complete the text: Mr. and Mrs. Dursley, of number four, ] thank you very
Privet Drive, were proud to say that they were perfectly normal
. - much.
hitps://www.flickr.com/photos/ubclibrary/40006306014 Creative Writin g
https://www.flickr.com/photos/sashabutler/6790653141
https://www.deviantart.com/halfbloodhippie/art/Petunia-and-Vernon-Dursley-199284206 20 Chen, T., Asai, A., Mireshghallah, N., Min, S., Grimmelmann, J., Choi, Y., ... & Koh, P. W. (2024). CopyBench: Measuring literal and

o . - . . . . -literal tion of ight-protected text in | I tion. arXi int arXiv:2407.07087.
https://commons.W|klmedla.org/W|k|/F|Ie:Under the stairs. No 4 Privet DI’IVG.IDg non-literal reproduction of copyright-protected text in language model generation. arXiv preprint arXiv:2407.0708



https://www.flickr.com/photos/ubclibrary/40006306014
https://www.flickr.com/photos/sashabutler/6790653141
https://www.deviantart.com/halfbloodhippie/art/Petunia-and-Vernon-Dursley-199284206
https://commons.wikimedia.org/wiki/File:Under_the_stairs,_No_4_Privet_Drive.jpg

ChatGPT

... current generation of people with a
more intellectual brain.(The advancement
of technology has led tothe creation of an
electronic device which is capable of ...

... but there is a more important point here
labout the perception of poetry and the
limitationsjthat critics and readers impose
upon it if they understand poetry as ...

... existing research in the field of family
migratior(. Through a critical analysis of the
relationship between|family and (in)security
the article offers nuanced insight into ...

Prof. Mile Elam

. continue to search for similar examples
of wisdom in art, (literature, poetry, and

-gram

Please draft an abstract for a paper with the
following title: “Poetry Will Not Optimize; or, What
Is Literature to Al?”

LM application

7~

(The advancement of technology has|led to]the
integration|of artificial intelligence (Al) in various,
fields, incIuding]Iiterature.[However, the
question remains: can Al|truly understand and
create poetry? This paper delves|into the
complexities of poetry and the limitations|of Al
lin its ability to comprehend and replicate the |
nuanced[emotions and intricacies of Ianguage(_
Through a|critical analysis of the relationship
between|poetry and Al, this paper{argues that
while Allmay be able to|generate text that

resembles|poetry, it lacks the ability to truly ...

(Literature, poetry, and other forms of)
noncommercial creative expression challenge
the techno-instrumentalist approaches to
language, the predictive language generation,
informing NLP (large natural language
processing models) such as GPT-3 or -4 as well
as, more generally, generative Al (text to image,
video, audio). Claims that Al systems automate
and expedite creativity reflect industry and
research priorities of speed, scale, optimization,
and frictionlessness driving much artificial

other forms of human discourse. As a

result, when | ran across the address of ...

Lu, Ximing, et al. "Al as Humanity's Salieri: Quantifying Linguistic Creativity of Language Models via Systematic Attribution of Machine Text against Web Text." arXiv preprint arXiv:2410.04265 (2024).

intelligence design and application. But ...

... with Qualcomm for the ZenFone 5Z.
That partnership(led to the integration of

artificial intelligence (Al) in various|apps,

making them smarter and easier to use ...

... there has been a significant increase in
the use(of artificial intelligence (Al) in

various fields, including)language

generation. One such Al language model ...

———————) ]

... Artificial Intelligence (Al), such as chat

GPT-3 to assist in the process.(However,
the question remains: can Al)fully replace

human recruiters? The answer is no ...

... but it is too far narrowly limited and
inflexible(in its ability to comprehend and
apply all therelevant facts in order to serve
the process of selection, which is better ...

... maneuvering a billion-piece puzzle of
psychology and(emotion, spirituality and
intricacies of language. Even though) my
puzzle keeps changing as | change and ...

... examination of the role of human

creativity in the age of Al. He(argues that

while Al may be able to)produce creative
works on its own, it is ultimately humans ...

... because the ability of automated
systems(to be able to generate text that

resembles|what a human might say is

huge. If we can just improve question ...

DetectGPT RoBERTa-large W Creativity Index
RoBERTa-base Ghostbuster

(@)

o 1.0-

o

< .

: : i

O 0.6-

1 j j j 1

g 04’ l4. I I ' |—.

Novel Poem Speech News  Theorem A\}g.

Great example of
NLP!=LLM

Do not assert that
something Is outdated
too quickly

https://arxiv.org/abs/2410.04265



Transformer Architecture

e [he major components in the Transformer are
all some forms of matrix factorization

All generalizations are based on similarity.

Similar to the recommendation engine.

Not designed for inference based on the rules.

LLM -> AGI?

Matrix factorizations are enough for intelligence”

Humans are also a kind of parrot”

22

Output
Probabilities

1
| Softmax |

Linear

Add & Norm
Feed
Forward

N Add & Norm
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Attention

Positional
Encoding
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\ Input

Embedding

T

Inputs

Add & Norm

Multi-Head
Attention

N x

Add & Norm

Masked
Multi-Head
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The Best Pretraining is to Predict all the Tokens
with Equal Weights

Humans learn more when
starting from easier things

https://homework.study.com/explanation/below-is-a-list-of-
courses-and-prerequisites-for-a-factious-cs-degree-a-draw-a-
directed-acyclic-graph-dag-that-represents-the-precedence-
among-the-courses-b-give-a-topological-sort-of-the-gr.ntml

1 N
L= = D g

For LLMSs, it doesn’'t matter



Scaling Laws

]« |«
PP(W) = exp( — — E log p(w: | w<i)) L=—— E log p(w; | w_))
N ~ N &=
l l
7 4.2
6 - \ — L=(D/5.4-1013)_0'095 56 — L=(N/8.8-1013)_0'076
3.9
4.8
2" 56
0] 4.0
94
? 3.3] 3.2-
= 3
3.0
2.4
L = (Cmin/2.3 - 108)~0:050
10 107 10°% 1073 107! 10! 108 109 105 107 10°
Compute Dataset Size Parameters
PF-days, non-embedding tokens non-embedding

Linearly decay as the size exponentially increases -> a linear-log function

Kaplan et al., 2020



Guesses vs Memorization

e P e T e S T | only know The Matrix is written by Lana and Lilly Wachowskis

B M ATRI X D
| D 4 |

Knowledge Source

KEANU R s NC FIS
' CAXE 0 B
A «
-t . s Mo, @S Sttt 1 Not sure.
: : : ----------------------
e sccrll Release poster |
Theatrical release poster Directed by Hana Wachowskl
Written by f
Directed by The Wachowskis!@l )
Written by The Wachowskis

\ Problem: Guessing Shortcut
Lana and Lilly

Who are the screenwriters of The Matrix Resurrections? i
Wachowsklsx

Question Answering

25



LLM Development

Internet low-quality text

= I E\ e Jraining Stages
- e Pretraining
‘ =

» Supervised Fine-tuning (SFT)

=[e=»
* Distillation
% % = * Alignment
* Learning from Human Feedback (LHF)

« Reasoning

Internet high-quality text

* [nference Time
 Prompt Engineering

26



Trade-off between Quality and Diversity

Quality

Top-p
sampling

Diversity

Lee, Nayeon, et al. "Factuality enhanced language models for open-ended
text generation." Advances in Neural Information Processing Systems 35
(2022): 34586-34599.

Quality

. Instruction tuned
0.42 N
LLAMA-2
f O LraMa-2 7B
0.40 5’ g @ LraMA-213B
i o ': ® LrLama-270B
g '- + g8 LLAMA-2 7B Chat
‘70 0.38 ' ! % LLAMA-2 13B Chat
kS \ . & LLAMA-2 70B Chat
g ! " / // o © “1
A= 0.36 N ; L J Mistral
/@ Mistral 7B
:" ° ,I Mistral 7B Instruct
0.34 \ .
Pre-trained Vicuna
¢  Vicuna 7B
0.32 . , -
0.70 0.75 0.80

Recall Diversity

Figure 1: Precision and Recall of various models on
generating the WebText dataset, with the 2 standard
deviation error ellipsis. Chat and pre-trained models
different behaviors are clearly captured by oevidenced.

Le Bronnec, Florian, et al. "Exploring Precision and Recall to assess the
quality and diversity of LLMs." 62nd Annual Meeting of the Association for
Computational Linguistics. 2024.



Are Quality and Diversity Sufficient?

D

Reasoning d

Memorization

Guessing

J{I |

N\
P

28

s
/

-
)\t

Factuality ¢

/ Quality /

Precision 70B

/B
10T
1T

Diversity
/ Recall

Le Bronnec, Florian, et al. "Exploring Precision and Recall to assess the quality and diversity



Improving the Reasoning/Creativity like o1?

Human preferences by domain: ol-preview vs GPT-40

» Guiding the generations with answers like 01/03 . -

Programming

I
Data | | |
Analysis ;

|
Mathematical _ |
Calculation

1
I I | | | I | | I 1
0 10 20 30 40 50 60 70 80 90 100
win rate vs GPT-40 (%)

e |Limitations

| - -p w * Verifiable answers

* Lots of training data

* Not transferrable to other domains

Math Question « Safety and controllability

https://openai.com/index/learning-to-reason-with-lims/



RL for Reasoning is still a Filtering Method

Question(a): Find the least positive integer n such that 1/sin45°sin46° +
1/sin47°sin48° + - - - +1/sin133° sin 134° = 1/sinn°.

Response
First, [ notice that the left-hand side of the equation has the form } } , — » .

sin a1’
where a; = 45°,a, = 47°,...,a99 = 133°. I also notice that sina;_ ; = sin(a; + 2°).

Simplifying, I get sin(3a) = 3sina — 4 sin® a.

Aha! I can use this to get sin(a + 2b) = sin((a + b) + b) = 3sin(a + b) ...

This looks messy, but I notice that it has the form sina cos b 4 cos a sin b again.
This gives me an idea. Maybe I can use this identity repeatedly to simplify the
left-hand side of the equation.

Question(b): An element is randomly Question(c): Denali and Nate work for a
chosen from among the first 15 rows ... dog walking business and are paid ...
Response Response
In Pascal’s Triangle, every row starts To solve this problem, let’s start by
and ends with 1, ... defining the variables...
This can be calculated as: *awkward Again, since x # 0, this equation
silence* Wait, I'm overthinking. Let’s try doesn’t give us a valid solution either.
again. The number of elements in the Let’s check if we made an error. We
first n rows of Pascal’s Triangle is should verify the problem conditions
(n+1)!/[2' % (n—1)!]. again. The correct approach is to ...

Figure 4: Cases showing that DeepSeek-V3-Base already exhibits “Aha moment” even
before RL tunning.

30

Understanding R1-Zero-Like Training: A Critical
Perspective (https://arxiv.org/pdf/2503.20783)



https://arxiv.org/pdf/2503.20783

Evaluation AGI -> Achieving AG

“You 1nsist that there 1s

something a machine cannot do.

[f you tell me precisely what it 1s
a machine cannot do, then I can
always make a machine which

will do just that.”

- John von Neumann, 1948

https://www.reddit.com/r/singularity/comments/18t02br/john_von_neumann_was_the_first_who_used_the/
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Improving Environments or Agents

 We know that evaluation could be used to optimize LLMs
 Environment/Evaluation is usually a mix of rules, tools, and data
e Do the fundamental limitations of LLMs come from data or models®?

* Should we focus on improving the environment or the agent itself?

Welcome to the Era of Experience (https://storage.googleapis.com/deepmind-media/
Era-of-Experience%20/The%20Era%200f%20Experience % 20Paper.pdf)



https://storage.googleapis.com/deepmind-media/Era-of-Experience%20/The%20Era%20of%20Experience%20Paper.pdf
https://storage.googleapis.com/deepmind-media/Era-of-Experience%20/The%20Era%20of%20Experience%20Paper.pdf
https://storage.googleapis.com/deepmind-media/Era-of-Experience%20/The%20Era%20of%20Experience%20Paper.pdf

AlphaGo and AlphaZero

d.
5000
4000
or at i ¢ e 3000
A A A P 8)2000
ALPHAGO » »w | e & 1000
000832 | ' ¢ LEE SEDOL o
T ° . 00:00:27 S
O‘O.O o 9 w. -1000
o ‘ ’ 90090000 ¢ ~2000
O ® .O - | \ = 2000 ,M - Reinforcement Learning
O » » | ; - Supervised Learning
. ' 1 === AlphaGo Lee
A|phaGO el ve — ~4000
. : ' | ' 0 10 20 30 40 50 60 70
Google Desphind ‘ A el Ll Training time (hours)

Why can AlphaGo be better than top human players, but LRM cannot?

https://www.science.org/doi/10.1126/science.aar64047?

. _ __cf_chl_tk=671g3VWHBOjaw3ybBhVGn2gbtd2QZ4UXUxDS21EBct4-1742742238
httpS .//www.bbc.com/news/tech n0|ogy 35785875 -1.0.1.1-x7XtvwAIV5eX51WMPAteOy04PT4tJF2e28qgsLvXeTc



GOODHART'S LD\

WHREN Ak MEBASURE BECOMES N TRRGET,
\T CEASES TT0 BE A GOOD MEASURE.

IF YOU NUMBER OF WEGHT OF
MEASURE NAM LS MBDE- NDLS MADE
PEOPLE ON...

THEN YOO (0005 OF AFEW GIANT,
MIGKT GET TINY NXILS HEANY NA&LS

Sketch p\anabions

https://sketchplanations.com/goodharts-law



The Power of Evaluation Functions

 Could be used in reinforcement learning

 Math Answers, AlphaGo Value Network + Rollout, Reward Model for Alignment
* Could be used in best-of-N

* Process Reward Model

* Could be used in evaluating the high-quality output Goodhart’s law:

When you optimize a metric, it is no

 LLM as a judge for creative writing longer a good metric

 Could be used in evaluating the low-quality output

e ROUGE score, MAUVE, ...



Unseen Problems that Need Creativity

A B
* Long text/code generation =1 =
Behaviorism »Cognitivism =

e Personalization

 Biomedicine, education, security, ...

e |Limitations

 \erifiable answers '7
* Lots of training data ?

* Not transferrable to other domains

« Safety and controllability ?

Unseen Question Answer
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Creativity

Reasoning ->

Memorization

* Diversity + Quality + Novelty
-> Creativity

Existing
Solutions from
the Internet

o “Creativity is seeing what others
see and thinking what no one else
ever thought.” — Albert Einstein

Diversity + Quality = All possible Solutions

Oo N
O »>B

e “Creativity Is just connecting
things.” — Steve Jobs %
TRCE -
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https://www.flickr.com/photos/8010717@N02/6216457030



Performance of top models on LMSYS Chatbot Arena by select providers
Source: LMSYS, 2025 | Chart: 2025 Al Index report
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The 2025 Al Index Report (https://hai-production.s3.amazonaws.com/files/hai ai index report 2025.pdf)
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https://hai-production.s3.amazonaws.com/files/hai_ai_index_report_2025.pdf

Human LLM Collaboration

)

Planning / Decompose the Jobs

Fixes Problems

Do Smaller Tasks

Drafting

https://callnerds.com/parental-controls/



Fixing Blind Spots

Claude 3.7

Blind spot

of LLM
Blind spot

of GPT 4.1

GPT 4.1 Gemini 2.5 Pro



Similar Challenges across Domains

Computer Vision

/\\'35‘
re---e

_ Shortcut
Electric Mouse

Text to Image

https://www.rawpixel.com/image/6113771/photo-image-paper-sticker-public-domain
https://shedevrum.ai/en/post/fc3e52e78eeal1eead226ac6a1596643/

Information Retrieval

Melon

Reasoning
D questions with
/ \ .P‘ a similar
~ structure or
T solution
Reasoning

questions with the

Similar to a " same keywords or
reasoning

" Matching topics
question Shortcut

Text Retrieval
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Humans vs Parrot

Like Brain <- Transformer -> Matrix factorization
Personality <- Alignment -> Filter pretraining data

Thinking <- Reasoning -> ldentify pretraining data®

Media, General Public Machine Learning Researchers

Industry Academia



Challenges of NLP Research

Before LM (<2018) Before LLM (2018-2022) Aftrer LLM (>2022)

Collect Collect Collect

Lots of Specialized Some Specialized

Lots of Specialized

Datasets
(mostly for eval)

Datasets Datasets

Design Fewer |Design Almostlno Design

Some Specialized
Some Specialized

Models (agentic
LLMs)

\Yi[oYo [=1[S

Lots of Specialized Models
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Now, what do you think?

Google DeepMind 145-page
paper predicts AGI will
match human skills by
2030 — and warns of
existential threats that
could ‘permanently destroy
humanity’

https://fortune.com/2025/04/04/
google-deeepmind-agi-ai-2030-
risk-destroy-humanity/

342". YannLeCun @ B
.@,

A n EX' 0 p e n A I re S e a rc h e r | said that reaching Human-Level Al "will take several years if not a

decade."

[ J
p re d I Cts AG I b U 2 O 27— Sam Altman says "several thousand days" which is at least 2000 days (6

years) or perhaps 3000 days (9 years).

here's the wild roadmap.

But | think the distribution has a long tail: it could take much longer than
You think the pace of Al development is going fast now? You ain't that. In Al, it almost always takes longer.

seen nothing yet.

In any case, it's not going to be in the next year or two.

https://www.theneuron.ai/explainer-articles/
an-ex-openai-researcher-predicts-agi-
by-2027--heres-the-wild-roadmap

https://x.com/ylecun/status/
18465746058943409507lang=en



Thank you for taking the class.
Hope that you will learn something
useful from this class



