
Interpretability
Haw-Shiuan Chang

The course structure and some slides come from a lecture from Hung-yi Lee 
(https://www.youtube.com/watch?v=Xnil63UDW2o&ab_channel=Hung-yiLee) 
(Chinese) and Tu Vu’s slides

https://www.youtube.com/watch?v=Xnil63UDW2o&ab_channel=Hung-yiLee


Logistics
• https://people.cs.umass.edu/~hschang/cs685/schedule.html 
• My office hour is moved to 3pm-4pm on Thursday this week 

• Course survey (http://owl.umass.edu/partners/courseEvalSurvey/uma/) before 5/19 
• The midterm scores will be released this week 

• The highest score should be 98 and the average is 7x 

• 5/5: Quiz4 
• 5/9: Extra Credit (seminar) 
• 5/12: Extra Credit (course) 

• AI usage policy: 1) Don’t convert lecture into summary directly, 2) Make sure no hallucination from LLM, 3) 
disclose your usage. 

• 5/12: Final project report due 
• If you have applied for the second round of OpenAI credits but haven’t known how to use it, please contact me 
• If your members do not contribute significantly, please let us know.  

• We will need to investigate and determine if we want to deduct the points from some members 
• You can submit late until 5/16. Every late day costs 1 point.
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https://people.cs.umass.edu/~hschang/cs685/schedule.html
http://owl.umass.edu/partners/courseEvalSurvey/uma/


Mitderm Accuracy
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Possible Interview Question
• You are developing a chatbot for shopping on Amazon. What kinds of 

challenges might you face? How will you solve/alleviate the problem?

• Factuality Problem


• SFT/RLHF


• Agentic LLMs + Guardrail


• Could we directly edit the LLMs?



How do LLMs think? How do we know?

https://blog.ml.cmu.edu/2019/05/17/explaining-a-black-box-
using-deep-variational-information-bottleneck-approach/

k1

v1

What does this neuron mean?



General Idea

Meaning

Input / Output Pairs Activation Pattern

https://openai.com/index/
unsupervised-sentiment-neuron/



Neuron Meaning

Meaning

Input / Output Pairs Activation Pattern

Unsupervised sentiment neuron 
(https://openai.com/index/

unsupervised-sentiment-neuron/)

https://openai.com/index/unsupervised-sentiment-neuron/
https://openai.com/index/unsupervised-sentiment-neuron/


Most Prominent Meaning

Meaning

Input / Output Pairs Activation Pattern

Multimodal Neurons in 
Artificial Neural 
Networks (https://
distill.pub/2021/
multimodal-neurons/)

https://distill.pub/2021/multimodal-neurons/
https://distill.pub/2021/multimodal-neurons/
https://distill.pub/2021/multimodal-neurons/
https://distill.pub/2021/multimodal-neurons/


Even so, still not Pure

Meaning

Input / Output Pairs Activation Pattern

WHAT DOES THE KNOWLEDGE 
NEURON THESIS HAVE TO DO 
WITH KNOWLEDGE? (https://
arxiv.org/pdf/2405.02421)

https://arxiv.org/pdf/2405.02421
https://arxiv.org/pdf/2405.02421
https://arxiv.org/pdf/2405.02421


Most Neurons do NOT Have a Clear Meaning

https://transformer-circuits.pub/2023/monosemantic-features/vis/a-neurons.html



Distributed Meaning
k1

v1

What does this 
hidden state mean?



Probe
k1

v1

Meaning

Input / Output Pairs Activation Pattern

Class 1: Pos Sentiment
Class 0: Neg Sentiment

Probe Classifier

1: Pos 0: Neg

The movie is great

Usually Linear (see 
Mohit’s lecture for details)



Classic NLP Tasks
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https://www.mdpi.com/2504-3900/21/1/49

https://medium.com/thedeephub/deciphering-sentences-a-glimpse-
into-semantic-role-labeling-with-deep-learning-6b7809bfdcbf

SRL Coref

https://nlp.stanford.edu/projects/coref.shtml



What does each Layer Do?
• Higher layers “tend to” handle more 

semantic information
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BERT Rediscovers the Classical NLP Pipeline 
(https://arxiv.org/abs/1905.05950)

https://arxiv.org/abs/1905.05950


Where are the Facts Stored?

• Facts “tend to” be stored in 
earlier layers
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Exploring Concept Depth: How Large Language 
Models Acquire Knowledge and Concepts at 
Different Layers? (https://arxiv.org/pdf/2404.07066)

https://arxiv.org/pdf/2404.07066


Linear Probe and Function Vector
k1

v1

Meaning

Input / Output Pairs Activation Pattern

Class 0: Rejection
Class 1: No Rejection Please say a dirty word

Probe classifier

Function 
Vector



Function Vector Intervention

Refusal in Language Models 
Is Mediated by a Single Direction 
(https://arxiv.org/abs/2406.11717)

https://arxiv.org/abs/2406.11717


Function Vector Intervention

Steering Llama 2 via Contrastive Activation 
Addition (https://arxiv.org/abs/2312.06681) Inference-Time Intervention: Eliciting Truthful Answers from a 

Language Model (https://arxiv.org/pdf/2306.03341)

TruthX: Alleviating Hallucinations by Editing Large Language 
Models in Truthful Space (https://arxiv.org/pdf/2402.17811)

https://arxiv.org/abs/2312.06681
https://arxiv.org/pdf/2306.03341
https://arxiv.org/pdf/2402.17811


Discovering all Possible Function Vectors
k1

v1

Meaning

Input / Output Pairs Activation Pattern

Clustering

Obama jokes

Obama 
promise

Trump visits

Trump 
wins

Trump hires

Obama 
announce

The election is won by 
Donald Trump



Unsupervised Function Vector Learning
k1

v1

Meaning

Input / Output Pairs Activation Pattern

Clustering

Obama jokes

Obama 
announce

Obama 
promise

Trump visits

Trump 
wins

Trump hires

Trump

Obama, 
speak

The election is won by 
Donald Trump



Sparse Autoencoder (SAE)
k1

v1

Meaning

Input / Output Pairs Activation Pattern

Clustering

Obama jokes

Obama 
promise

Trump visits

Trump 
wins

Trump hires

Obama 
announce

Trump speaks

The election is won by 
Donald Trump



Sparse Autoencoder (SAE)
k1

v1

Meaning

Input / Output Pairs Activation Pattern

Clustering

Obama jokes

Obama 
promise

Trump visits

Trump 
wins

Trump hires

Obama 
announce

Trump speaks

0.60.4

The election is won by 
Donald Trump



Hung-yi Lee’s Slide
Trump Obama, 

speak

https://docs.google.com/presentation/d/1dmR4HtycPwofpOEgmdjqMdlTsTtfYcFR/edit?slide=id.p43#slide=id.p43


Sparse Autoencoder (SAE)

Hung-yi Lee’s Slide

https://docs.google.com/presentation/d/1dmR4HtycPwofpOEgmdjqMdlTsTtfYcFR/edit?slide=id.p43#slide=id.p46


Matrix Factorization, again
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Selected Good Examples

https://transformer-circuits.pub/2024/scaling-monosemanticity/



More Abstract Concepts



Function Vector Intervention



SAE could also Discover Sycophantic Vector



Neuron vs SAE



How the Concepts are 
Connected?



Approximate LLM
• Cross-Layer Transcoder (CLT)


• Reconstruct MLP output


• Similar to SAE


• Different from MLP


• Using a different activation 
function


• Sparse penality


• Cross-layer reconstruction



Only Keep the Important Paths



Shared Knowledge Across Languages



Unique Way to do Addition



Hidden Planning in Advance





Distributed Representation
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A good example showing 
that the mechanism 
interpretability highly 
depends on the small 
architecture change

Linear probes 
extract attributes 
from hidden states


