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LLM Development

• Architectures 
• MLP 
• RNN 
• Transformer 

• Training Stages 
• Pretraining 
• Supervised Fine-tuning (SFT) 
• Alignment 

• Learning from Human Feedback (LHF) 
• Reasoning

Internet low-quality text (e.g., from trolls or haters)

Internet high-quality text

How do you improve LLM’s performance without training?



Available Methods

Reward Sources

Human 
Annotation

LLM as Judge

Training Data

Inference - Best-of-N

SFT - Rejection Sampling

Positive + Negative

Only Positive

Reward Usage

None

DPO

RLHF/RLAIF

Easy

Hard
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Inference-time Improvement

• Prompt engineering 

• In-context learning 

• Decoding


• Agentic 

• RAG


• Tools


• Assistant


• Multi-LLM collaboration https://blog.ml.cmu.edu/2019/05/17/explaining-a-black-box-
using-deep-variational-information-bottleneck-approach/

Human brain is also almost a black box

Lots of cognitive science



Prompt Engineering

• What prompts are better?


• Chain of Thought


• Self-Consistency and Tree of Thoughts / Beam Search


• Similar to Best of N


• In-context Learning



Which Prompts are better?

Demystifying Prompts in Language Models via Perplexity Estimation (https://arxiv.org/pdf/2212.04037)

https://arxiv.org/pdf/2212.04037


Which Prompt is better?
• User: Please generate a sci-fi story


• LLM: OOXX


• User: Please revise the story to 
reveal a big secret of the main 
character


• LLM: XXOO 


• User: Please revise the story to …

• User: Please generate a sci-fi story


• Constraint 1: Please revise the story 
to reveal a big secret of the main 
character


• Constraint 2: Please revise the story 
to …


• LLM: XXOO 



Chain of 
Thoughts



Self Consistency and Tree of Thoughts



Best of N

LLM

Response 1

Response 2

Reward Model

……

Response N

0.9

0.6

0.3

The reward model could be anything. For example, LM probability 
(beam search), answer quality scorer, profanity/toxicity filter, 

sentiment classifier, PRM 



Best-of-N vs Beam Search

Scaling LLM Test-Time Compute Optimally can 
be More Effective than Scaling Model Parameters (https://arxiv.org/pdf/2408.03314)

https://arxiv.org/pdf/2408.03314


Usefulness of Guidance 
Depends on the Difficulty

• For LLM 
rather than 
LRM



In-context learning:  
LLMs can solve novel downstream tasks 
by just conditioning on a few 
demonstrations of the task in its prefix

https://ai.stanford.edu/blog/understanding-incontext/

https://ai.stanford.edu/blog/understanding-incontext/


Which Examples should we choose?

• Principle


• Diversity


• Quality


• Relevancy/Coverage to query


• The optimal strategy seems to be 
task-dependent

https://lilianweng.github.io/posts/2023-03-15-prompt-engineering/

In-context Learning with Retrieved Demonstrations for Language Models: A Survey (https://arxiv.org/pdf/2401.11624v1)

Representative Demonstration Selection for In-Context Learning 
with Two-Stage Determinantal Point Process (https://
aclanthology.org/2023.emnlp-main.331.pdf)

https://lilianweng.github.io/posts/2023-03-15-prompt-engineering/
https://arxiv.org/pdf/2401.11624v1
https://aclanthology.org/2023.emnlp-main.331.pdf
https://aclanthology.org/2023.emnlp-main.331.pdf


What’s in a demonstration?

Min et al., EMNLP 2022

https://arxiv.org/pdf/2202.12837.pdf


How important is input-label 
mapping?

Min et al., EMNLP 2022

https://arxiv.org/pdf/2202.12837.pdf


What about other aspects of the 
demonstrations?

Min et al., EMNLP 2022

https://arxiv.org/pdf/2202.12837.pdf


What about other aspects of the 
demonstrations?

Min et al., EMNLP 2022

https://arxiv.org/pdf/2202.12837.pdf


Followup work tells a different story: 
• Yoo et al., 2022 shows that input-label 
mappings matter quite significantly when using 
different experimental conditions and eval 
metrics 

• Madaan and Yazdanbakhsh (2022) show that 
random rationales degrade chain-of-thought 
performance, but other modifications to the 
rationale (e.g., wrong equations) don’t affect it 
too much

A Survey to Recent Progress Towards Understanding In-Context Learning (https://arxiv.org/pdf/2402.02212)

https://arxiv.org/pdf/2205.12685.pdf
https://arxiv.org/pdf/2209.07686.pdf
https://arxiv.org/pdf/2402.02212


Question
• After SFT and RLHF, does prompt engineering become more important or 

less important? 


• Why?

• Prompt engineering becomes less important


• For familiar prompts, the LLMs might output good answers


• For unfamiliar prompts, the LLMs might output good answers or bad answers


• Bad answers will be filtered out in SFT/RLHF


