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Logistics
• https://people.cs.umass.edu/~hschang/cs685/schedule.html 

• I need to leave very soon after today’s class 
• If you have some complex questions, come to my office hour 

• 4/2: Deadline of applying for the first round of API credit 
• https://piazza.com/class/m1kz66st9dn62i/post/146 
• The credits are for API calls or very cheap fine-tuning (e.g., fine-

tuning GPT) 
• We will have two rounds of credit allocations. 

• 4/7: Midterm Review 1 
• 4/9: Midterm Review 2 
• 4/11: HW 2 due 
• 4/18 (Friday but Monday Schedule): Midterm 
• 5/9: Final project report due

https://people.cs.umass.edu/~hschang/cs685/schedule.html
https://piazza.com/class/m1kz66st9dn62i/post/146


Top-p Sampling (Nucleus Samling)
The screenwriter of The Matrix is ___

https://www.flickr.com/photos/nunoluciano/5396200604

LLM 

Unsure about the answer

Lana Lilly AaronGeorge James

Prob

0.1
0.15

0.05

Cumsum tp=0.15 tp=0.3 tp=0.4 tp=0.5

https://commons.wikimedia.org/wiki/File:Andy_and_Lana_Wachowski_%282012%29.JPG

Low p ->  
low diversity, 
high quality

High p ->  
high diversity, 

low quality



Temperature Sampling

https://aman.ai/primers/ai/token-sampling/



Base LLM Decoding

Seq Prob

Beam Search large k

Beam Search low k

Greedy Decoding (Temperature T->0, Beam search k=1, Top-n n=1, Top-p p=0)

Top n (low n) / Top p (low p)
Top n (high n) / Top p (high p)

Deterministic

Pure Sampling (temperature sampling T=1, Top-n n=inf, Top p, p=1)

Temperature sampling (T>1)
Temperature sampling (T<1)

high quality (assuming no 
repetition and the length is similar) 

high precision
high diversity 
high recall

high repetition

More coherent 
/ boringMore surprising

Same Efficiency



Instruct LLM (after SFT/RLHF) 
Decoding

Seq Prob

Beam Search

Greedy Decoding

Top n / Top p
Pure Sampling

Temperature sampling (T>1)

high quality 

high precision
high diversity 
high recall



Hallucination from High-Entropy Distribution

The screenwriter of The Matrix is ___

https://www.flickr.com/photos/nunoluciano/5396200604
https://commons.wikimedia.org/wiki/File:Andy_and_Lana_Wachowski_%282012%29.JPG

Lana Lilly AaronGeorge James

Prob

Lana Lilly AaronGeorge James

Prob

LLM 

Unsure about the answer

Ideal LLM 

Pretty sure about the answer
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Hallucination from High-Entropy Distribution

The screenwriter of The Matrix is ___

Ideal LLM 

Pretty sure about the answer

LLM 

Unsure about the answer

Lana Lilly AaronGeorge James

ProbEntropy

Lana Lilly AaronGeorge James

Prob Consider less word 
candidates when 
entropy is high?

8https://www.flickr.com/photos/nunoluciano/5396200604
https://commons.wikimedia.org/wiki/File:Andy_and_Lana_Wachowski_%282012%29.JPG H(q) = − ∑

x

q(wt = x |w<t)log q(wt = x |w<t)



Tradeoff between Factuality and Diversity

The screenwriter of The Matrix is ___

LLM 

Unsure about the answer

Entropy

I like to go hiking. ___

Entropy

What The WhenHiking I

Prob
tp=0.3

Factuality

Diversity
Top p 

sampling

tp=0.3 tp=0.5tp=0.5

0.5
0.3

Lana Lilly AaronGeorge James

Prob

LLM 

There are many possibilities

tp=0.7tp=0.7
High diversity Low Factuality

0.7

😁 😭

tp=0.1tp=0.1
Low High

0.1

😁😭

😁

😭 😁

😭
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Trade-off between Quality and Diversity

Le Bronnec, Florian, et al. "Exploring Precision and Recall to assess the 
quality and diversity of LLMs." 62nd Annual Meeting of the Association 

for Computational Linguistics. 2024.

Lee, Nayeon, et al. "Factuality enhanced language models for open-
ended text generation." Advances in Neural Information Processing 

Systems 35 (2022): 34586-34599.

Diversity

Quality
Top-p 

sampling

Quality

Diversity



Midterm Example Question
• Changing the temperature in the sampling and RLHF 

could both reduce the entropy/diversity of generation. 
What are their differences?



Midterm Example Question

https://platform.openai.com/playground/prompts?mode=chat&models=gpt-4o

• How do you remove the randomness in the generation?



Constrained Decoding

• Context


• {input sentence}


• e.g., This movie is far from being great


• The sentiment of the movie is ___ 

negative positivevery neutral f*king

0.18

0.02

negative positive

0.90

0.10



Constrained Decoding

• Sometimes, LLMs (especially worse ones) are not very 
good at following the negative constraints. For example,


• you ask a model to continue a story, but you don’t want 
the model to mention the main character's name


• you ask a model to generate a tweet, but you don’t 
want the model to generate the hashtags


• You don’t want the model to generate short responses



Test-time Scaling



Inference Methods
Reward Sources

Human 
Annotation

LLM as Judge

Training Data

Inference - Best-of-N

SFT - Rejection Sampling

Positive + Negative

Only Positive

Reward Usage

None

DPO

RLHF/RLAIF

Easy

Hard

None None Prompt 
Engineering



Best of N

LLM

Response 1

Response 2

Reward Model

……

Response N

0.9

0.6

0.3

The reward model could be anything. For example, LM probability 
(beam search), answer quality scorer, profanity/toxicity filter, 

sentiment classifier, PRM 



Best-of-N vs Beam Search

Scaling LLM Test-Time Compute Optimally can 
be More Effective than Scaling Model Parameters (https://arxiv.org/pdf/2408.03314)

https://arxiv.org/pdf/2408.03314


Usefulness of Guidance 
Depends on the Difficulty

• For LLM 
rather 
than LRM



Parallel vs Sequential



Sequential with Distillation from LRM  
is Much Better

s1: Simple test-time scaling (https://arxiv.org/
pdf/2501.19393)

s1 also uses constrained decoding

https://arxiv.org/pdf/2501.19393
https://arxiv.org/pdf/2501.19393




Position 
Embedding



Without Positional Embeddings, Transformer 
can only Handle Set rather than Sequence



Desired Properties of Positional Embeddings

• Shift Invariant


• Context-Dependent


• Control the attention range


• Long distant dependency


• Not overfitting

LLM LLM

An apple is usually red…… ……An apple is usually red……
p0 p1 p2 p3 p4 p31 p32 p33 p34 p35

LLM

…Green apple……An apple is __
p31 p32 p33p3 p4



Last Year Note



RoPE



RoPE
Long distance 

attention

Short distance 
attention



Longer Context Matters Less 



Desired Properties of Positional Embeddings

• Shift Invariant


• Context-Dependent


• Control the attention range


• Long distant dependency


• Not overfitting

LLM LLM

An apple is usually red…… ……An apple is usually red……

LLM

…Green apple……An apple is __





GPU Usage Optimization

https://youtu.be/mpuRca2UZtI?si=RierGPtMLhO1p4mA



Memory Optimization

https://horace.io/brrr_intro.html



Efficient Attention

https://github.com/Dao-AILab/flash-attention

https://youtu.be/mpuRca2UZtI?si=RierGPtMLhO1p4mA


