
Remaining Parts of 
Tokenization



Deadlines
• https://people.cs.umass.edu/~hschang/cs685/schedule.html 

• 4/2: Deadline of applying for the first round of API credit 
• https://piazza.com/class/m1kz66st9dn62i/post/146 

• 4/7: Midterm Review 1 
• Will show you the example questions and the slides that could be used to answer the question 

• 4/9: Midterm Review 2 
• 4/11: HW 2 due 
• 4/18 (Friday but Monday Schedule): Midterm 

• Most questions are hard to answer by only watching Mohit’s lecture 
• Most questions are multiple-choice problems.  

• One out of the four options is correct. 

• 5/9: Final project report due 
• I will make the novelty of the final project a bonus 
• If your scores are low, I will ask another TA or myself to provide a second opinion. 
• I understand the feelings of receiving negative feedback. Try to focus on how to address those 

concerns with the help of TAs.

https://people.cs.umass.edu/~hschang/cs685/schedule.html


Byte pair encoding
• Now, choose the most common pair (ug) and then merge 

the characters together into one symbol. Add this new 
symbol to the vocabulary. Then, retokenize the data

word frequency

h+ug 10

p+ug 5

p+u+n 12

b+u+n 4

h+ug+s 5

Example from https://huggingface.co/transformers/tokenizer_summary.html

character pair frequency

un 16

h+ug 15

pu 12

p+ug 5

ug+s 5

…

https://huggingface.co/transformers/tokenizer_summary.html


Weird LLM Behaviors from 
Tokenization

Let's build the GPT Tokenizer (https://youtu.be/zduSFxRajkE?si=4CllS25JySOEQhtb)

https://youtu.be/zduSFxRajkE?si=4CllS25JySOEQhtb


SuperBPE

SuperBPE: Space Travel for Language Models (https://arxiv.org/pdf/2503.13423)

https://arxiv.org/pdf/2503.13423


MEGABYTE: Predicting Million-byte Sequences with Multiscale 
Transformers (https://arxiv.org/pdf/2305.07185)

https://arxiv.org/pdf/2305.07185


Byte Latent Transformer: Patches Scale Better 
Than Tokens (https://arxiv.org/pdf/2412.09871)

https://arxiv.org/pdf/2412.09871


Large Concept Model

Large Concept Models: Language Modeling in a Sentence Representation Space 
(https://arxiv.org/abs/2412.08821)

https://arxiv.org/abs/2412.08821




Decoding from language 
models
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LLM Development

• Architectures 
• MLP 
• RNN 
• Transformer 

• Training Stages 
• Pretraining 
• Supervised Fine-tuning (SFT) 
• Alignment 

• Learning from Human Feedback (LHF) 
• Reasoning

Internet low-quality text (e.g., from trolls or haters)

Internet high-quality text

How do you improve LLM’s performance without training?



Inference-time Improvement

• Prompt engineering


• In-context learning


• Decoding 

• Agentic (won’t cover too much)


• Tools


• RAG


• Multi-LLM collaboration



Inference Methods
Reward Sources

Human 
Annotation

LLM as Judge

Training Data

Inference - Best-of-N

SFT - Rejection Sampling

Positive + Negative

Only Positive

Reward Usage

None

DPO

RLHF/RLAIF

Easy

Hard

None None Prompt 
Engineering



The Meaning of Decoding Hyperparameters

https://platform.openai.com/playground/prompts?mode=chat&models=gpt-4o



Decoding

• Given a pretrained LM and a prefix, how do we generate 
the most probable continuation (or any probable 
continuation) of that prefix?


• More concretely, how do we find




• Can we enumerate all possible generations given the 
prefix and then choose the one with the highest 
probability?

arg max
L

∏
i

p(wi |w1, w2, …, wi−1, prefix)



decoding
• given that we trained a seq2seq model, how 

do we find the most probable English 
sentence?  

• easiest option: greedy decoding
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Better-than-greedy decoding?

• We showed how to generate (or “decode”) the target sentence 
by taking argmax on each step of the decoder

• This is greedy decoding (take most probable word on each step)
• Problems?

2/15/1826

<START>

the
ar

gm
ax

the

ar
gm

ax

poor

poor

ar
gm

ax

don’t have      any    money  <END>

don’t    have      any    money
ar

gm
ax

ar
gm

ax

ar
gm

ax

ar
gm

ax

issues?

How many forward passes do you need for greedy decoding?



Beam search

• in greedy decoding, we cannot go back and 
revise previous decisions!  

• fundamental idea of beam search: explore 
several different hypotheses instead of just a 
single one 

• keep track of k most probable partial translations 
at each decoder step instead of just one! 

Better-than-greedy decoding?

• Greedy decoding has no way to undo decisions! 
• les pauvres sont démunis (the poor don’t have any money)
• → the ____
• → the poor ____
• → the poor are ____

• Better option: use beam search (a search algorithm) to explore 
several hypotheses and select the best one

2/15/1827

the beam size k is usually 5-10
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Beam search decoding: example

Beam size = 2

2/15/1830

<START>

the

a

-1.05

-1.39

log(
exp(wTx)

∑ exp(Wx)
)
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Beam search decoding: example

Beam size = 2

2/15/1831

poor

people

poor

person

<START>

the

a

-1.90

-1.54

-2.3

-3.2
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Beam search decoding: example

Beam size = 2

2/15/1832

poor

people

poor

person

are

don’t

person

but

<START>

the

a

-2.42

-3.12

-2.13

-3.53
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Beam search decoding: example

Beam size = 2

2/15/1833

poor

people

poor

person

are

don’t

person

but

always

not

have

take
<START>

the

a

-3.82

-3.32

-2.67

-3.61

and so on…
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Beam search decoding: example

Beam size = 2

2/15/1834

poor

people

poor

person

are

don’t

person

but

always

not

have

take

in

with

any

enough<START>

the

a
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Beam search decoding: example

Beam size = 2

2/15/1835

poor

people

poor

person

are

don’t

person

but

always

not

have

take

in

with

any

enough

money

funds

money

funds

<START>

the

a
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Beam search decoding: example

Beam size = 2

2/15/1836

poor

people

poor

person

are

don’t

person

but

always

not

have

take

in

with

any

enough

money

funds

money

funds

<START>

the

a



Does beam search always return the 
most probable continuation of the prefix?

What are the termination conditions of 
beam search?

How many forward passes do you need for beam search?



Is a More Probable Sequence 
a Better Sequence?

• Beam search can bring the most improvement in which of 
the following tasks?

• Translation


• Summarization


• Story generation


• Long-form question answering
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What’s the effect of changing beam size k?

• Small k has similar problems to greedy decoding (k=1)
• Ungrammatical, unnatural, nonsensical, incorrect

• Larger k means you consider more hypotheses
• Increasing k reduces some of the problems above
• Larger k is more computationally expensive
• But increasing k can introduce other problems:
• For NMT, increasing k too much decreases BLEU score (Tu et al, Koehn 

et al). This is primarily because large-k beam search produces too-
short translations (even with score normalization!)

• In open-ended tasks like chit-chat dialogue, large k can make output 
more generic (see next slide)

14
Neural Machine Translation with Reconstruction, Tu et al, 2017 https://arxiv.org/pdf/1611.01874.pdf

Six Challenges for Neural Machine Translation, Koehn et al, 2017 https://arxiv.org/pdf/1706.03872.pdf
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Effect of beam size in chitchat dialogue

15

Beam size Model response

1 I love to eat healthy and eat healthy

2 That is a good thing to have

3 I am a nurse so I do not eat raw food

4 I am a nurse so I am a nurse

5 Do you have any hobbies?

6 What do you do for a living?

7 What do you do for a living?

8 What do you do for a living?

I mostly eat a 
fresh and raw 
diet, so I save 
on groceries

Human 
chit-chat
partner

Low beam size:
More on-topic but
nonsensical; 
bad English

High beam size:
Converges to safe, 
“correct” response, 
but it’s generic and 
less relevant



Pure Sampling (Ancestral Samling)
The screenwriter of The Matrix is ___

https://www.flickr.com/photos/nunoluciano/5396200604

LLM 

Unsure about the answer

Lana Lilly AaronGeorge James

Prob

0.1
0.15

0.05

https://commons.wikimedia.org/wiki/File:Andy_and_Lana_Wachowski_%282012%29.JPG
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Sampling-based decoding

• Pure sampling
• On each step t, randomly sample from the probability 

distribution Pt to obtain your next word. 
• Like greedy decoding, but sample instead of argmax.

• Top-n sampling*
• On each step t, randomly sample from Pt, restricted to just 

the top-n most probable words
• Like pure sampling, but truncate the probability distribution
• n=1 is greedy search, n=V is pure sampling
• Increase n to get more diverse/risky output
• Decrease n to get more generic/safe output

16 *Usually called top-k sampling, but here we’re avoiding confusion with beam size k

Both of these are more 
efficient than beam search 
– no multiple hypotheses

(ancestral sampling)



Top-p Sampling (Nucleus Samling)
The screenwriter of The Matrix is ___

https://www.flickr.com/photos/nunoluciano/5396200604

LLM 

Unsure about the answer

Lana Lilly AaronGeorge James

Prob

0.1
0.15

0.05

Cumsum tp=0.15 tp=0.3 tp=0.4 tp=0.5

https://commons.wikimedia.org/wiki/File:Andy_and_Lana_Wachowski_%282012%29.JPG

Low p ->  
low diversity, 
high quality

High p ->  
high diversity, 

low quality



The Curious Case of Neural Text Degeneration, Holtzman et al., 2020

Why does beam search encourage repetition?



The Curious Case of Neural Text Degeneration, Holtzman et al., 2020



The Curious Case of Neural Text Degeneration, Holtzman et al., 2020



The Curious Case of Neural Text Degeneration, Holtzman et al., 2020

Before RLHF: High Diversity -> Low Repetition 



Temperature Sampling

https://aman.ai/primers/ai/token-sampling/



Base LLM Decoding

Seq Prob

Beam Search large k

Beam Search low k

Greedy Decoding (Beam search k=1, Top-n n=1, Top-p p=0)

Top n (low n) / Top p (low p)
Top n (high n) / Top p (high p)

Deterministic

Pure Sampling (temperature sampling T=1, Top-n n=inf, Top p, p=1)

Temperature sampling (T>1)
Temperature sampling (T<1)

high quality (assuming no 
repetition and the length is similar) 

high precision
high diversity 
high recall

high repetition

More coherent 
/ boringMore surprising

Same Efficiency



Instruct LLM (after RLHF) 
Decoding

Seq Prob

Beam Search

Greedy Decoding

Top n / Top p
Pure Sampling

Temperature sampling (T>1)

high quality 

high precision
high diversity 
high recall


