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Deadlines

• https://people.cs.umass.edu/~hschang/cs685/
schedule.html 

• 4/2: Deadline of applying for the first round of API credit 
• https://piazza.com/class/m1kz66st9dn62i/post/146 

• 4/9: Midterm Review? 
• 4/11: HW 2 due 
• 4/18 (Friday but Monday Schedule): Midterm 
• 5/9: Final project report due

2

https://people.cs.umass.edu/~hschang/cs685/schedule.html
https://people.cs.umass.edu/~hschang/cs685/schedule.html


Difference between LLM and LRM

• Demo:

• Please list all possible combinations of four different numbers from 1 

to 10 (inclusive) such that their summation is 22.

https://chatgpt.com/



Do LRMs really Learn to Think 
like Humans?



AlphaGo and AlphaZero

https://www.bbc.com/news/technology-35785875
https://www.science.org/doi/10.1126/science.aar6404?
__cf_chl_tk=67Ig3VWHBOjaw3ybBhVGn2gbtd2QZ4UXUxDS21EBct4-1742742238
-1.0.1.1-jx7XtvwAlV5eX51WMPAteOy04PT4tJF2e28qsLvXeTc

Why can AlphaGo be better than top human players, but LRM cannot?



Evaluation Limitation
In many areas, we do not have evaluation functions that are cheap, 

reliable, and comprehensive



The Power of Evaluation Functions  
(Will be Discussed More In the Future)

• Could be used in reinforcement learning


• Math Answers, Winning of the Game, Reward Model for Alignment


• Could be used in best-of-N


• Could be used in evaluating the high-quality output


• LLM as a judge for creative writing


• Could be used in evaluating the low-quality output



Better in Reasoning is not Better in Everything



LLM Limitations
The reasoning performance still heavily depends on the pretraining, which 
suggests that LLM still struggles to generate something completely new



Why Could Fewer Data be Better?
• First task -> A: high-quality data, a: low-quality data
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Extracting the 
answer from the 
memory

Recent studies show that such transfer learning does not actually work 
generally. See this paper: 

Do Models Really Learn to Follow Instructions? An Empirical Study of 
Instruction Tuning (https://arxiv.org/pdf/2305.11383)

https://arxiv.org/pdf/2305.11383


Distillation
• First task -> A: high-quality data, a: low-quality data
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Deepseek R1 Distillation

LLM size matters!



Less is More for Distillation

LIMO: Less is More for Reasoning (https://arxiv.org/pdf/2502.03387)

https://arxiv.org/pdf/2502.03387


Test-time Scaling from Distillation (s1)

s1: Simple test-time scaling (https://arxiv.org/pdf/2501.19393)

https://arxiv.org/pdf/2501.19393


Distillation Data
• What are the good questions?


• Quality


• Difficulty


• Diversity


• Where are the high-quality solutions from?


• From Gemini 2.0 Flash Think


• More high quality data is still better



Private Data Seems to be Important
• We know the following facts


• After RL for reasoning, every model 
achieves similar performances


• Grok 3 / OpenAI o1 or o3 / 
Gemini 2.5 Pro / Deepseek R1 / 
Qwen QwQ / Kimi


• Meta hasn’t had a reasoning 
model


• OpenAI’s o1 sometimes outputs 
Chinese math solutions



Open Questions
• How do pretraining data or RL allow LLMs to generalize?


• Are there very similar problems in the pretraining data and SFT just 
activates the memory of LLM or does reasoning ability emerge when the 
LLM becomes larger?


• RL allows the LRM to come up with some novel reasoning paths?


• Reasoning RL still mostly changes the style?


• Do LLMs piece the solutions of existing subproblems together using CoT?


• Is RL more generalizable than SFT? If yes, why?



Summary
• Without SFT, RL could discover very effective long CoT to solve the problems


• RL could unlock some new reasoning abilities of LLMs


• Reasoning ability is not generalizable to other domains


• LRM will still have some hallucinations and difficulty in following the 
constraints in other domains that do not have reliable evaluation functions.


• Using SFT in distillation, we only need very few high-quality data to learn to 
output such long CoT in a generalizable way


• Lots of reasoning ability still depends on the pretraining stage


