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Deadlines
• https://people.cs.umass.edu/~hschang/cs685/schedule.html 

• 3/14: HW 1 due 
• Can use LLM to generate sentences, but cannot generate labels 
• Can get sentences from an existing dataset but cannot relabel the same classes 

• 3/17: Quiz 3 
• 4/11: HW 2 due 

• Will be released before the spring break 
• Your implementation needs to be efficient enough 
• Lots of students submitting their hw2 late last year 

• 4/16: Midterm Review 
• 4/18 (Friday but Monday Schedule): Midterm
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SFT Rejection Sampling / RAFT

Llama 2: Open Foundation and Fine-Tuned Chat Models (https://arxiv.org/pdf/2307.09288)
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SFT Finetuning

https://arxiv.org/pdf/2307.09288


RLHF

Llama 2: Open Foundation and Fine-Tuned Chat Models (https://arxiv.org/pdf/2307.09288)
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https://arxiv.org/pdf/2307.09288


Multiple Rounds

Llama 2: Open Foundation and Fine-Tuned Chat Models (https://arxiv.org/pdf/2307.09288)

https://arxiv.org/pdf/2307.09288
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SFT and RLHF can Control Style Easily
• You can use SFT and RLHF to control other things. For example,


• Personality


• Conciseness (OpenAI Phone App)


• Ask the users to clarify their questions before answering (Deep Research)


• Solve the question step by step and/or repeat the question by default


• Saying “I don’t know” more


• Reject requests that violate copyrights


• You can also use prompts to control those, but RLHF could usually do better



Midterm Example Question
• (Difficult) You see some improper gender biased responses from your LLM. 

Therefore, you collect around 10k labels on this issue and train a reward model 
(higher reward means fewer gender biases). Which of the following is LEAST likely 
to alleviate the problem (you don’t need to consider the quality of the responses)?


• (A) SFT: Remove 1k (10%) SFT responses that are most likely to be gender-biased.


• (B) Best of N: Sample 10 responses and select the one that is least likely to be 
gender-biased.


• (C) RAFT (Rejection Sampling FT): Adding 1k SFT data by selecting the responses 
that are least likely to be gender-biased


• (D) RLHF: Adjust LLMs to maximize the reward function for 1k prompts.



Cross-Entropy Review
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Cross-Entropy, Entropy, and KL Divergence 

H(q) = − ∑
x

q(wt = x |w<t)log q(wt = x |w<t)

• Entropy

H(q, p) = H(q) + DKL(q | |p)

H(q, p) = − ∑
x

q(wt = x |w<t)log p(wt = x |w<t)

• Cross-Entropy

DKL(q | |p) = − ∑
x

q(wt = x |w<t)log
p(wt = x |w<t)
q(wt = x |w<t)

• KL Divergence

Entropy = 0

…

Largest 
Entropy

• Cross-Entropy = 
KL Divergence 
when entropy is 0

DKL(q | |p) = H(q, p) − H(q)



Why do we use this KL Divergence?

DKL(π | |πref ) = − ∑
x

π(wt = x |w<t)log
πref(wt = x |w<t)
π(wt = x |w<t)

π
πref

DKL(πref | |π) = − ∑
x

πref(wt = x |w<t)log
π(wt = x |w<t)

πref(wt = x |w<t)

H(πref , π) = − ∑
x

πref(wt = x |w<t)log π(wt = x |w<t)

π πref

H(π, πref ) = − ∑
x

π(wt = x |w<t)log πref(wt = x |w<t)

π
πref

DKL(q | |p) = H(q, p) − H(q)



PPO is Complex



DPO (Direct Preference Optimization)

Training Reward Function

Training LLM

PPO

DPO

Training LLM

Direct Preference Optimization: Your Language Model is Secretly a Reward Model (https://arxiv.org/pdf/2305.18290)

https://arxiv.org/pdf/2305.18290


Last Year Note

Typos

]

π(y |x) = Pθ(y |x) =
T

∏
i=1

Pθ(yi |x, y1 . . . yi−1)



So Many Variants
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A Comprehensive Survey of LLM 
Alignment Techniques: RLHF, RLAIF, 
PPO, DPO and More (https://arxiv.org/
abs/2407.16216)

Random seed?

https://arxiv.org/abs/2407.16216
https://arxiv.org/abs/2407.16216


A well-tuned PPO is usually better than DPO
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Unpacking DPO and PPO: Disentangling Best Practices for Learning from Preference Feedback (https://arxiv.org/pdf/2406.09279)
Is DPO Superior to PPO for LLM Alignment? A Comprehensive Study (https://arxiv.org/pdf/2404.10719)

https://arxiv.org/pdf/2406.09279
https://arxiv.org/pdf/2404.10719


Limitations of SFT
• Too expensive 

• Your quality needs to be close to the 
best response on the Internet 

• Hiring experts is too expensive 
• Fine-tuning on unfamiliar materials 

could cause hallucination 
• Could easily affect the different tasks 
• Do not have negative examples 

• LLM doesn’t know what it shouldn’t say 
• Could generating unsafe responses
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• Less expensive 
• Judging the quality of responses is 

cheaper than writing high-quality 
responses 

• Fewer hallucinations 
• LLMs are more likely to output something 

it knows in the first place 
• Cheap -> Able to collect responses at 

many different tasks 
• Having negative examples 

• Eliminating the non-ideal responses more easily 
• Prevent generating harmful/toxic responses

Pros of RLHF



Limitations of Alignment
And why (reinforcement) learning from (human) feedback 


is called alignment



Question
• Sounds perfect! 


• Then, why not keep optimizing the evaluation score to achieve AGI?

• LLM can only output facts that it has seen before


• LLM as judge can only judge facts it has seen before


• LLM can only fix the problem it (or another LLM) can detect



RLHF does not Change the QA Scores



Lots of Improvements Come from Length



RLHF mostly Changes the Style

THE UNLOCKING SPELL ON BASE LLMS: RETHINKING ALIGNMENT VIA IN-CONTEXT LEARNING (https://arxiv.org/pdf/2312.01552)



RLHF mostly Changes the Style



Scaling of Reward Model

Llama 2: Open Foundation and Fine-Tuned 
Chat Models (https://arxiv.org/pdf/2307.09288)

Training a Helpful and Harmless Assistant with Reinforcement Learning 
from Human Feedback (https://arxiv.org/abs/2204.05862)

https://arxiv.org/pdf/2307.09288
https://arxiv.org/abs/2204.05862


RLHF Decreases the Diversity

Exploring Precision and Recall to assess the quality and 
diversity of LLMs (https://arxiv.org/pdf/2402.10693)

UNDERSTANDING THE EFFECTS OF RLHF ON LLM 
GENERALISATION AND DIVERSITY (https://arxiv.org/pdf/
2310.06452)

https://arxiv.org/pdf/2402.10693
https://arxiv.org/pdf/2310.06452
https://arxiv.org/pdf/2310.06452


LLM Development
• Architectures 

• MLP 
• RNN 
• Transformer 

• Training Stages 
• Pretraining 
• Supervised Fine-tuning (SFT) 
• Alignment 

• Learning from Human Feedback (LHF) 
• Reasoning
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Post-training stage

(Filtering process)

Internet low-quality text (e.g., from trolls or haters)

Internet high-quality text

Why is this called 
alignment?



Question

• In the QA tasks, we can also evaluate the correctness of the answers. 
Could we also improve our answers based on that?



Reasoning
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LLM

Response 1

Response 2

Correct Answers

We Should Encourage the 
LLM to output more of this


