LLM Optimization 2
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Deadlines

e https://people.cs.umass.edu/~hschang/cs685/schedule.html
® (Gradescope version might be outdated

e 3/3: Quiz 2 due
Wil release it soon
e 3/7: Project proposals due

* | have assigned every student into one group. Please start to work on project proposal asap
e [f you cannot reach all of your group members this week, please report the situation on Piazza

e 3/14: HW 1 due

 Will release it soon

* |f you have collected the dataset at CS 485, feel free to use it here
e 5/9: Last day to submit extra credit

* |f the recording of the extra credits won’t be available, | will provide some You Tube talk for you
to watch.



https://people.cs.umass.edu/~hschang/cs685/schedule.html

Matrix Factorization

e Prob = Softmax(\Wx)

exp(w! x)
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Why softmax is called softmax?? 4-gram stats
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Intuitions of Predicting a Sequence
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e (Contrastive learning (c, w, all other w))

* No good negative examples
e (Optimal context hidden state is roughly the average of all its co-occurred word/product/document embeddings

e Optimal word/product/document embedding is roughly the average of all its co-occurred context hidden state



Memory Usage in Optimization

3B LLM
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Fb18 Ciodient 6B Gradient
FP32 Gradient
G PUI - FP32 Variance 19B*3 Adam

FP32 Momentum

We need some extra space to store the hidden state of the forward pass 3B *16 = 48GB

Why?  For computing backward pass
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DeepSpeed (https://huggingface.co/docs/accelerate/en/usage_guides/deepspeed)

ZeRO: Memory Optimizations Toward Training Trillion Parameter Models (https://arxiv.org/abs/1910.02054)

https://github.com/vliim-project/vlim https://github.com/unslothai/unsloth https://github.com/hiyouga/LLaMA-Factory


https://arxiv.org/abs/1910.02054
https://huggingface.co/docs/accelerate/en/usage_guides/deepspeed

Self-Attention

Haw-Shiuan Chang



Task -> Loss -> Model -> Optimization

e [ask:
e Predict the next token

® | Oss:
Maximal Likelihood / Cross-entropy

e Model:

e Jables -> Neural Network -> Transformer Q
e (ptimization:

 (Counting -> Gradient Descent
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A RNN Language Model
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A RNN Language Model

class

student

'

vil

v
hi®__
hidden states : W
h
h = AW,h"D + W) O >
O

h©O) |s Initial hidden state!

word embeddings
C1, €2, €3, Cy

™
Y

12

S

c%{oooo]?[oo_oo




A RNN Language Model
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A RNN Language Model
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A RNN Language Model
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Last Year Notes

Multi-Head Attention

QK"
vy

Attention(Q, K, V') = softmax( )14




Typos Correction

/ | h ’ T'K;; .
/ E;@ 0=y Softrnaxj(quj’)vjli, https://arxiv.org/pdf/
7 ) - h 2405.04434
rh‘ jE‘l t t,1,0t27 7 Ot ny, 1/




A Metaphor

Nueral Recommender +
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(RNN /Transformater)
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Why do queries and keys need to be different?
1. Matrix factorization’s need
2. Diagonal value cannot be low
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Self-Attention Example
Why do we need multiple heads?  How do they learn these?

Retieving only partal information Gradient descent John
-~
6 year Friend Friend | @d Friend /
ago  time I\/Iale gender onn name —_nhame
-V3/< Ks | ~ V2 / k2 Q" Vi k1/ J1 TNV K
\ \ : 4

"\

B -
Transformer
l Please call the friend of your main character John ... ... Mary’s friend,
your main character met Prompt Generated Story

her friend 6 years ago Note: | am not saying this will definitely happen.
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Why is Attention Effective?
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Figure 7. (a) Copy: natural language strings. We compare pretrained models on their ability to copy natural language strings sampled
from C4 of varying lengths and report string-level accuracy. The transformer models substantially outperform the GSSMs. (b) Copy:
shuffled strings. To test whether it mattered that the strings were in natural language, we randomly shuffle the word order of the strings
from the previous experiment. We find that this degrades performance, especially for the Mamba models. (¢) Question answering
(SQUAD). We compare Pythia and Mamba on a standard question answering dataset where we bin the dataset based on the length of the
context paragraph. We find that Mamba performance decays more quickly with the length of the context.

Repeat After Me: Transformers are Better than State Space Models at Copying (https://arxiv.org/abs/2402.01032)
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Why Same Weight for All Tokens?

o (Gradients naturally update less for easy examples

108575 Ty dlog( S exp(W) 1 U
A | = — (I = [Softmax(Wx)].)w + Z |Softmax(Wx)] ng
dx dx dx it
* [ocus on easy tokens Humans learn more when
* [earning slowly starting from easier things

* Focus too much on things you have known

e [Focus on hard tokens
» Easily affected by noise / unstable
e [ocus too much on things you cannot memorize

For LLMSs, it doesn’t matter
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Midterm Example Question

Q1: BRNN represents one sequence using one embedding, but
Transformer also represents one sequence using one embedding.
Why does Transformer mitigate the embedding bottleneck problem?

Q2: Which model is more expensive to train? RNN or Self-attention?
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Multi-Head Latent Attention (MLA)

Y Cached During Inference
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Figure 3 | Simplified illustration of Multi-Head Attention (MHA), Grouped-Query Atten-

tion (GQA), Multi-Query Attention (MQA), and Multi-head Latent Attention (MLA). Through
jointly compressing the keys and values into a latent vector, MLA significantly reduces the KV
cache during inference.

Deepseek V2 (https://arxiv.org/pdf/2405.04434)
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https://arxiv.org/pdf/2405.04434
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Multi-Head Latent Attention (MLA

Attention Mechanism KV Cache per Token (# Element) Capability
Multi-Head Attention (MHA) 2npdyl Strong
Grouped-Query Attention (GQA) 2ngdpl Moderate
Multi-Query Attention (MQA) 2dpl Weak
MLA (Ours) (de +d) ~ %dhl Stronger

Table 1 | Comparison of the KV cache per token among different attention mechanisms. ny
denotes the number of attention heads, d, denotes the dimension per attention head, [ denotes
the number of layers, n, denotes the number of groups in GQA, and d. and d;? denote the KV
compression dimension and the per-head dimension of the decoupled queries and key in MLA,
respectively. The amount of KV cache is measured by the number of elements, regardless of the
storage precision. For DeepSeek-V2, d. is set to 4d; and d is set to %h. So, its KV cache is equal
to GQA with only 2.25 groups, but its performance is stronger than MHA.



Score

Hierarchical Attention

k:ta V.t

Split to Continuous Blocks

\ Compress /

ax Compression

v

—

Native Sparse Attention Mechanism

Compressed Attention Mask

—~—1

© Sliding |

qt Compressed Attention

Selected Attention

Sliding Attention

Performance on Benchmarks

Output

Output

Output

0.5 1

0.4 1

0.3 1

0.2 -

0.1 1

0.0

Full Attention
NSA

Speedup Ratio

General LongBench Reasoning

Speed on Stages

|

Gated Output

13.0

11.0 1

9.0 1

7.0 1

5.0 1

3.0 1

1.0 1

11.6%

9.0 x

6.0x

Decode

Forward Backward

Attention Score

Selected Attention Mask

Query Token

Activated Token

Sliding Attention Mask

- Evicted Token Ignored Token

Native Sparse Attention: Hardware-Aligned and Natively
Trainable Sparse Attention (https://arxiv.org/pdf/2502.11089)

(From deepseek Al)

26



https://arxiv.org/pdf/2502.11089

27



28



Cross-Entropy Review
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Cross-Entropy and Perplexity

/Wt=él gw,=alw_)=1/3
Wi... Wy W, = 1/3
W, \Wt — C 1/3
w,=d.. 0
H(q.p) = Z g(w, = x| w_)log p(w, = x| w_) = — = 2 log p(w, = x| w_,)

x—abc

perplexity = exp(H(q, p)) Negative log likelihood



Cross-Entropy, Entropy, and KL Divergence

H(q,p) = H(q) + Dk (q| | p)
* Cross-Entropy

Largest

H(q.p) = — ) q(w, = x|w_)logp(w, = x|w_)
i Entropy

Entropy = 0

* Entropy

H(q) = — Z gow, = x|w_)loggw, = x|w_,)

KL Divergence » Cross-Entropy =

pw, = x[w,) KL Divergence
D — — — |
KL(q ‘ ‘p) ; Q(Wt X ‘ W<t> Og Q(Wt — x ‘ W<t) When entI‘Opy iS O




