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ABSTRACT
We present an on-the-fly mechanism that detects access conflicts in executions of multi-threaded Java programs. Access conflicts are a conservative approximation of data races. The checker tracks access information at the level of objects (object races) rather than at the level of individual variables. This viewpoint allows the checker to exploit specific properties of object-oriented programs for optimization by restricting dynamic checks to those objects that are identified by escape analysis as potentially shared. The checker has been implemented in collaboration with an “ahead-of-time” Java compiler.

The combination of static program analysis (escape-analysis) and inline instrumentation during code generation allows us to reduce the runtime overhead of detecting access conflicts. This overhead amounts to about 16-120% in time and less than 25% in space for typical benchmark applications and compares favorably to previously published on-the-fly mechanisms that incurred an overhead of about a factor of 2-80 in time and up to a factor of 2 in space.

1. INTRODUCTION
Multi-threaded execution is an attractive option for object-oriented programs that want to take advantage of multi-processor platforms. Modern object-oriented programming languages like Java include support for multi-threading directly at the language level, and there exist a number of thread packages for other languages. This move towards multi-threading is not without risks – such programs may now contain races, i.e., unordered accesses to a variable such that at least one access is a write [22]. Races can introduce ambiguity in the execution of parallel programs. The principal reason for the ambiguity is that the programmer did not introduce implicit or explicit synchronization to restrict the impact of the scheduler on the control-flow of a multi-threaded program. On certain variables, e.g. locks or volatile data, races are intentional and can be tolerated. On other variables however, races can introduce unwanted ambiguity and such races are termed data races [22] or access anomalies [9]. We consider data races to be programming errors.

There exist two principal approaches to support a programmer in recognizing and handling data races:

1. Design the programming language such that data races are by definition impossible (prevention).

2. Accept that the language allows data races but ensure that data races are noticed at runtime (detection).

Good arguments can be advanced in favor of both approaches. However, most of today’s programming languages, including Java, do not adhere to either approach.

Various researchers have proposed prevention solely based on compile-time analysis and have developed extensions or annotations to allow compile-time detection of possible data races, e.g., [2, 11, 8, 30], but it will be a while before one of these improvements becomes practical and is widely adopted. In the meantime, there exist collections of “best practice” recommendations on structuring a multi-threaded program to avoid data races, but such recommendations are hardly enforceable by a compiler. Therefore another research thrust focuses on detection of races with tools that determine at runtime the presence (or absence) of data races (e.g., [26, 25, 19]).

However, the more general an environment such a runtime checker attempts to handle (e.g., by dealing with any multi-threaded program that is admitted by the operating system), the more overhead (and the less information) must be expected. We therefore restrict our attention to multi-threaded Java programs, since this language standardizes the format of multi-threading. (Another reason is that there exist portable multi-threaded programs that we can use.) This restriction also allows us to consider the complete tool chain from the compiler to the execution environment for opportunities to engage in data race detection.

Any on-the-fly approach to data race detection must balance two positions: to be practical, the runtime overhead
must be controlled; yet if fewer information is processed or recorded at runtime, accuracy is lost (and either real data races are overlooked or false races are reported). Compile-time approaches have almost no time constraints but may still provide only an approximation. Therefore we investigate a combination of compile-time and runtime methods: we use compile-time analysis to identify data that cannot be involved in a data race (because the data are thread-local) and then use runtime mechanisms to disambiguate the cases that static information cannot resolve. The novel aspect of this paper is the custom-tailored interaction of compiler and runtime environment. The solution proposed here has been implemented in the context of an “ahead-of-time” Java compiler, and we present empirical data that demonstrate its effectiveness.

2. ON-THE-FLY RACE DETECTION

A principal problem of known on-the-fly data race detection mechanisms is that they incur considerable runtime overhead in space and time. Previous work reports a slowdown by a factor of 2-80 of the original program [20, 23, 26, 25]. The high runtime overhead is one reason why on-the-fly race detectors have not enjoyed widespread use. Many previous data race detectors, however, have been overly ambitious and have not restricted the class of parallel programs that they can handle. Since our objective is to provide data race detection for Java programs, we can optimize the runtime overhead by taking advantage of the restricted context. We start with a discussion of the two major techniques for on-the-fly race detection and then illustrate how previous approaches waste cycles for many practical applications. This observation is the starting point of our integrated approach to race detection (Section 3).

2.1 Verifying access ordering

The first approach to on-the-fly data race detection is directly based on the definition of data races as unordered accesses to a variable such that at least one access is a write. The main idea then is to record information about the ordering of the current execution. A checker based on this approach must record only information that is necessary to determine possible simultaneity of accesses to variables. Essential means in this context that there must be enough information to allow the checker to distinguish an access ordering that is introduced by a scheduler decision from an ordering that is enforced by program semantics.

This detection mechanism is general and can be applied to different forms of synchronization in parallel programs, e.g., fork-join and also lock-based synchronization. The ordering of accesses must be checked relative to program synchronization, i.e., based on a model of logical time. However, the need to deal with logical time complicates the implementation and introduces costly data structures to track accesses and the approximative program ordering. For long-running applications, the amount of accumulated information becomes a critical issue. Various optimizations have been proposed to mitigate the memory demands [19]. Another significant problem is the execution cost per access check that verifies if the current and all previous accesses are ordered. Mellor-Crummey reduced the cost of individual access checks through a well-designed numbering of logical time [19]. Then, in later work, Mellor-Crummey employed static analysis for the Fortran source programs and thereby prevented the overhead in the first place by reducing the number of accesses that must be instrumented [20].

2.2 Verifying a locking discipline

The second principal approach to on-the-fly detection abstracts from the issues of logical time and ordering and is based on the observation that programs obeying a locking discipline are free from data races. A locking discipline ensures that accesses to shared data are only done inside critical sections. Critical sections are implemented through locks; therefore the locking discipline demands that accesses to a shared variable must be consistently protected by one common lock. A simple algorithm is able to verify this property for each access to a shared variable.

This approach, however, is restricted to parallel programs with lock-based synchronization. It has been initially proposed and used by [6, 9] and was the foundation for several implementations of on-the-fly [9, 26] as well as static race checkers [30, 8, 11]. To verify the locking discipline, one must determine the protection relation among locks and variables. A conservative approximation of this relation can be inferred from locksets that are associated with shared variables. A lockset keeps track of all common locks held during accesses, and this set must not become empty. For a detailed description see, e.g., Savage et al. [26]. This approach is inherently cheaper than the approaches based on access ordering, as no information on program ordering must be maintained, and the code for access checks is limited to simple operations on typically small locksets. Since the space demand of approaches based on access ordering is a significant problem, we focus our attention on techniques that employ locksets.

2.3 Accuracy

The runtime overhead is not the only issue of concern for on-the-fly detection. Another concern is the loss of accuracy due to the approximative nature of the detection. Loss of accuracy is caused by data races that are possible according to the program’s semantics but are not recognized by the detection algorithm, and by races that are reported yet are not possible in any program execution. However, accuracy is an inherent problem for any kind of race detection.

We use the terminology of Netzer and Miller [22] and use the term feasible races for all data races that are possible according to program semantics (all inputs, all schedules). An ideal race detection scheme would determine all and only feasible races at once. The precise ordering relation of accesses, as defined by the semantics of a parallel program, can however in general not be determined [21, 14]. Thus, practical race detection mechanisms must rely on an approximation and thus are (1) unable to determine all feasible data races and (2) also report false races that are artifacts of the approximation and do not represent true access conflicts.
class InputRace extends Thread {
    static int raceSubject;
    static int input;
    public static void main(String args[]) {
        System.currentTimeMillis();
        new InputRace().start();
        new InputRace().start();
        int id;
        ScheduleRace(id, 2) { this.id = id; }
        public void run() {
            int temp;
            synchronized(getClass()) {
                temp = ++i;
            }
            if (temp == id)
                raceSubject = ... ;
            // scheduling dependent data race
        }
    }
}

Figure 1: Input-dependent data race.

class ScheduleRace extends Thread {
    static int raceSubject;
    static int i;
    public static void main(String args[]) {
        new ScheduleRace(1).start();
        new ScheduleRace(2).start();
    }
    int id;
    ScheduleRace(int id) { this.id = id; }
    public void run() {
        int temp;
        synchronized(getClass()) {
            temp = ++i;
        }
        if (temp == id)
            raceSubject = ... ;
        // scheduling dependent data race
    }
}

Figure 2: Scheduling-dependent data race.

2.3.1 Feasible data races
An on-the-fly verification of the locking discipline is always based on a specific program execution, and thus checking is generally limited to those control flows that are allowed by the specific input. Figure 1 illustrates a program with a race that depends on the program input. It is thus desirable to have at least a race detection technique that can safely determine the feasibility of access anomalies on a certain input with a single run (i.e., has the SISE Single Input, Single Execution property). Weining [6] mentions that the SISE property can only be violated for programs that have internal non-determinacy [9]. For such programs, the update sequence of variables depends on the scheduler. The actual situation is unfortunately worse such that the SISE property is not guaranteed even for programs that are internally determinate like the one depicted in Figure 2. The reason that the data race occurs in some runs and not in others is the existence of a general race that determines which data is accessed [22].

class Example {
    private int[] a1 = new int[100];
    private void fill(int[] a) {
        for (int i = 0; i < 100; ++i)
            a[i] = i;
    }
    void fillInstance1() {
        fill(a1);
    }
    void fillInstance2() {
        for (int i = 0; i < 100; ++i) a1[i] = i;
    }
    void fillLocal1() {
        int[] a2 = new int[100];
        fill(a2);
    }
    void fillLocal2() {
        int[] a2 = new int[100];
        for (int i = 0; i < 100; ++i) a2[i] = i;
    }
}

Figure 3: Race detection in different static and dynamic contexts.

2.3.2 False data races
A violation of the locking discipline might be reported although no actual race occurred. Such a false race occurs if access ordering is not controlled through explicit synchronization but indirectly, e.g., by passing access tokens between threads. The producer-consumer setup is a good example for a programming idiom that may be subject to reporting of false races.

2.4 Opportunities for new approaches
Data race detection is frequently considered as a general, system-level mechanism, similar to low-level memory management. The race detector acts as intermediary between the black-box application and the memory system. The detector focuses solely on memory access and synchronization events. An indication of this view is that most on-the-fly race detectors (except PanScope [19], which is based on Fortran source-code instrumentation) are based on binary instrumentation. These implementation decisions may have been motivated by efficiency concerns. But this low-level view creates unnecessary problems if access to the source code is an option for the detector. Consider the program in Figure 3 and assume that multiple threads invoke methods fillInstance[1][12] on the same instance of class Example. Since none of the methods are synchronized there could be data races involving accesses to the integer array.

If the detection system employs a low-level view, data race detection incurs more or less the same runtime overhead for all methods, as all accesses to heap-allocated data are checked (ordering or lockset). However, some of these checks are redundant and others are dispensable for practical purposes.
A check is redundant if it tests a condition that has already been evaluated, e.g., at compile-time. We observe that some of the data is thread-local and thus can be exempted from checking (stack-data, array a2 in *fillLocal*). Several static analyses for Java programs have been reported that conservatively determine if reference variables only refer to thread-local data [3, 4, 7, 33]. Checks for array access in *fillLocal* are thus redundant.

A check is dispensable if it tests a condition that provides no new information. This observation is related to data encapsulation in object-oriented programs: an access to array a1 is only possible indirectly through the invocation of one of the *fillInstance* methods. This observation can be exploited to replace 100 array access checks with one check for a method access. The checks of the array accesses inside *fillInstance* are dispensable because the information "race on *fillInstance* or a1" carries — for all practical purposes — the identical information as "access race on a1 for index 0...99."

Thus, it is promising to consider high-level language source information and the access context when deciding how and where to instrument a program for on-the-fly checking. This information provides a way to lower the overhead of on-the-fly race detection.

Another aspect that justifies a fresh look at on-the-fly race detection is that several previous race detectors were designed with scientific applications in mind. But parallel programs are also common and important for network or server-based applications. For such applications, the main targets for race detection are not arrays, but structures and objects linked through references. Java, e.g., allows a user to limit accesses to objects structures at compile-time. Such a structure then results in foreseeable access patterns at runtime. Lea [16] refers to this property as confinement.

### 2.5 Object-oriented programs

Object-oriented programs encapsulate related data, i.e., data that is read and modified together, into a common abstraction, namely the object. In a (Java-based) object-oriented world, it is thus reasonable to define objects as the unit of protection (or attention) — not individual variables. This generalization of the protection focus is safe, because all accesses to instance variables must be done through an object reference, and a conflict can be detected at the object level. From the viewpoint of data race detection, such a generalization is conservative because accesses to different threads to different instance variables cannot be distinguished. Of course, a false race will be reported in such a case, but if objects play a significant role in the data space of a program, this tradeoff may be justified. (Interestingly, since Java treats multi-dimensional arrays as arrays of objects, only accesses to 1-dimensional arrays are generalized.) We use the term object race in the following to refer to this conservative approximation of a data race.

### 3. Detection of Object Races

Our data race detection mechanism is based on the verification of a locking discipline (Section 2) for objects. The locking discipline is strengthened such that all ordinary fields of an object must be consistently protected by the same lock, not only by a lock as the original discipline (Section 2.2) required. Final and volatile fields are exempted from this discipline. Section 3.1 discusses issues and optimizations that relate to static program properties. Section 3.2 addresses runtime issues. Section 4 then discusses specific implementation choices and limitations.

#### 3.1 Confinement

Confinement is a static program property that structurally guarantees, based on data encapsulation provided by the programming language, that at most one activity/thread at a time can possibly access a given object [16, Ch. 2.3]. Thus, confinement can be exploited at compile-time to reduce the amount of instrumentation needed at runtime.

First, escape analysis is used to identify reference variables that only refer to thread-local objects. Subsequently, only accesses through non-thread-local reference variables are instrumented.

Second, shifting the viewpoint to the object level allows us to enhance the notion of “access” and consider, in addition to instance variables, also accesses to methods as carriers of the confinement property. Thus, as accesses to instance variables and methods through the this reference are transitively protected by the accessing method, we can suppress their instrumentation.

Third, transitive protection can also be assumed for objects that do not escape and are only reachable through private instance variables. Such objects are object-local, and races on such objects can only occur in combination with a race on the enclosing object.

Class variables are treated according to the same model as instance variables assuming protection by the respective class instance.

#### 3.2 Ownership model

A design goal for our detection system is to carry out expensive lockset operations only for those objects that are actually shared. Thus, at runtime, we keep track of threads that have accessed an object. This information is kept in an abstract state associated with each object, i.e., the ownership state. State transitions are triggered by object accesses. In this section, we present the ownership model and its operational semantics as actions of the race detection checker associated with state transitions. These actions constitute the object access protocol. The actual implementation of this protocol is described in Section 4.2. The states and transitions of the ownership model for objects are shown in Figure 4. This model is an extension of the model of the Eraser system [26]. The model has the following states:

- **Virgin**: Initial state after object allocation and during the execution of constructors. Concurrent access is considered an error.
Exclusive: State after constructor execution. The owner remains the same as in state virgin. Access by a non-owner thread is a request for ownership transfer. Access to objects in this state is treated as if they are thread-local, until known otherwise.

Exclusive2: State after ownership transfer; the second owner can, like the first owner, access the object as if no concurrency is present. Accesses by other threads, including the first owner, lead the object to a shared state.

Shared read: The object may experience concurrent read access. Accesses are tracked by updating the lockset associated with the object. No conflicts occur, even if the lockset becomes empty.

Shared modified: The object may experience concurrent read and write accesses and must thus be consistently protected by at least a single lock: the lockset associated with the object is updated with every access, and a conflict is reported if the set becomes empty.

Conflict: An access conflict has been observed for this object; it is not subject to further access checks.

The model specifically accounts for two properties that we would like to provide for Java objects. First, the distinction of the states virgin and exclusive allows us to identify conflicting accesses during object construction. Initialization semantics are particularly critical in this situation [31, 24]. Second, it is common that initialization and use of objects are logically separated (through implicit or explicit synchronization). Common programming idioms that fall into this scenario are the hand-off protocol [16] and the well-known task-queue. In such cases, the second owner should not be burdened with access checks necessary in a shared state. Thus, we defer the transition to shared through an intermediary state exclusive2. Our benchmark applications show that many objects that are exposed to concurrency are actually visited by at most two threads, and these visits occur in strict sequence (Section 5).

3.3 Accuracy

Checking races at the level of objects instead of individual variables entails the possibility of reporting false races as pointed out in Section 2.5.

An additional source of inaccuracy is introduced through the fact that the recording of access information is delayed, i.e., the creation and update of locksets is not done until a shared state is reached. Since we postpone noting a shared state for an object, we may introduce a dependence on the scheduler, because malicious accesses can be hidden by the exclusive→exclusive2 or exclusive2→shared transitions due to unfortunate scheduler decisions. Therefore a malicious access may remain undetected. Savage et al. mention this problem as well but experience supports the view that this decision (to delay considering data as shared until proven necessary) does more good than bad for practical purposes [26].

3.4 Memory model

Generally, we would like to characterize the feasibility of data races as a program property independently of the memory model. This is however not possible, since the synchronization of program control flow and the memory view are two tangled issues, and the foundation of our race detection mechanism is based on the notion of protected program regions delimited by synchronization, i.e., critical sections. Depending on the synchronization semantics (which is part of the memory model), the scope of a critical region could deviate at runtime from its static specification in the program text. The current definition of the Java memory model allows for such enlargement of a protection region: the end of a synchronized block imposes a one-way memory barrier that allows, e.g., an assignment statement following this block to be hoisted inside the synchronized block [18, Ch. 8.8 and 8.13] and thus wrongly appear inside the critical region at runtime. This on-the-fly race detection mechanism thus imposes two requirements on the synchronization primitives:

- First, no actual races shall remain undetected due to the synchronization semantics. This situation could occur if a protection region is extended at compile- or runtime beyond its specification in the program code.

- Second, we would like to ensure that synchronization semantics do not mislead the race detection mechanism such that it reports additional races that were not feasible according to program semantics. For this to happen, an access would have to be moved outside its protecting region such that a violation of the locking discipline can be detected at runtime.

Our compiler and execution platform do not apply optimizations that violate these two constraints. (Although the JVM specification allows the first transformation, such a transformation is best avoided since it is likely to cause subtle problems: if the transformation has been applied, a program
may work but may fail after recompilation in a different environment. The second transformation, if done by a compiler with a correct view of a program’s data space, will pass by undetected. However, should the compiler’s view of the data space be incorrect, our system will report a program error although in reality there is a compiler error.) A more general discussion of memory model issues in the context of data race detection can be found in [1].

Besides its influence on race detection mechanisms and accuracy, the memory model must also be considered for compiler and runtime optimizations that are enabled through the awareness of concurrency properties. An important concern is therefore the coupling of synchronization for control flow and the memory view: even if program-analysis (static) or execution-observation (dynamic) suggests that no threads act as unwanted control-flow intruders, and thus locking can be omitted, synchronization of memory view may still be necessary [4, Section 6.2].

4. IMPLEMENTATION

4.1 Overview

The implementation of an on-the-fly race detector requires additional runtime data structures that hold information, e.g., about the states and locks held by threads, the ownership state of objects, and their locksets. These data structures are themselves shared among threads and subject to data races. It is critical for an efficient implementation to make access to those meta-data thread-safe while not introducing too much overhead through additional synchronization.

Our tool chain operates as follows: Java source files are translated into JVM byte code that is analyzed and instrumented and then mapped to x86 native code. The design of the byte code reader is adopted from Bothner [5]. The instrumentation for race detection uses escape information as obtained through a data-flow analysis developed by Bogda and Hökle [4]. The escape analysis assumes a static environment in which all classes are known at compile-time. The backend is based on LCC’s pattern-matching code generator generator [12]. The Java library and parts of the runtime system including the garbage collector stem from GNU libgcj version 2.95.1 [13].

4.2 Object access protocol

The object access protocol implements the ownership model described in Section 3.2; it regulates the access to objects and arrays by different threads, and maintains meta-data structures associated with the race detection. Figure 4 defines the abstract protocol states and their transitions. There are three phases in the lifecycle of an object which have a fundamental impact on the actions and performance of object access:

First owner: Immediately prior to constructor invocation, the owner thread initializes the object header with its thread-id (first). Threads accessing this object compare their own thread-id, with the id in the object header. Equality grants immediate access, inequality activates the following access protocol: (1) If the owner thread has terminated, the accessing thread may inherit the object, i.e., it becomes the first owner and can immediately proceed with the execution. (2) If the owner thread is active, the accessing thread sends an asynchronous notification for ownership transfer and blocks. The owner polls for such notifications and eventually releases ownership to the accessing thread that now becomes the second owner. This idea is taken from the handling of asynchronous cache coherence messages in Shasta [27]. Polling is done at method return. (3) If the owner is blocked (e.g., due to a monitorexcept, join, sleep, or wait), the accessing thread steals the object and becomes the second owner. Whenever an object is stolen, we make sure that no thread transits from blocked to active.

For cases (2) and (3), we require that the first owner has no active method invocations on the object. This condition is necessary because the owner loses the protection context assumed for accesses through this references. If there are active stack frames, (2) and (3) report an object race; then the target object is advanced to state conflict and has no owner.

Second owner: Like phase first owner, except that in cases (2) and (3), ownership is revoked altogether such that the accessed object has from then on no owner.

No owner: The first access in the shared state determines the initial lockset associated with an object. Every subsequent access verifies the locking discipline though lockset refinement, i.e., intersection of the locks held by the accessing thread with the lockset attached to the accessed object. A race is reported if the lockset becomes empty and there was at least one write since the object is shared. Subsequently, a transition to state conflict avoids further lockset operations.

This protocol handles access to (array) fields and methods, and our implementation conservatively treats method access like writes. Monitor access is considered independently from the ownership state of the accommodating object. From the viewpoint of race detection, lock variables are then similar to volatile such that lock access to an object that is currently visited by another thread is not considered as an object race. For synchronized methods, first the lock, and then the object access is handled.

The ownership model has the following consequences for the implementation of the access protocol:

- The states constitute a monotonic hierarchy, where initial states are strongest with regard to the constraints they impose on object access. Strong states (first and second owner) grant privileges to the owner in terms of access performance. Weaker states enable access for foreign threads. For typical applications, few objects actually get into a weak state (Section 5).

This transition is an implementation issue and is not shown in the conceptual model of Figure 4.
• If foreign threads access outdated ownership information (e.g., due to a weak memory model), their access behavior is strictly more conservative, i.e., they request a transition to a state that is already reached. Owner threads however, must never execute the access prologue based on outdated ownership information. In the implementation, we ensure this condition by requiring that owners themselves transit objects to weaker states. Owners that lost an object through stealing must synchronize their memory view after unblocking.

• Concurrent access can be safely recognized by the object access protocol. This fact leads to an awareness of threads on the sharing of the data they access and may provide an opportunity to explicitly establish specific coherence properties for the memory view of individual threads.

The additional synchronization introduced through the object access protocol is however not without problems:

• First, starvation is avoided through stealing objects; this action is a necessity of the implementation.

• Second, delaying an object access due to the access protocol must not interfere with explicit synchronization in the program such that cyclic wait conditions occur. This situation is avoided by handling all state transition requests before blocking on explicit program synchronization. If a thread is blocked, its objects may be stolen by other threads. Thus, blocked threads cannot lock out other threads in the object access protocol.

• Ownership transfer incurs an overhead of one thread-switch.

The object access protocol is not appropriate in the presence of real-time requirements because accesses to variables, methods, or arrays that are not explicitly exempted from the object access protocol (e.g., through a volatile modifier) may block.

4.3 Code instrumentation

The code generator inserts inline code at variable and method access sites and within method definitions to branch to routines implementing the object access protocol. The code sequences are designed such that the most frequent cases are handled most efficiently and do not require a library call. To implement this instrumentation, we enhanced the x86 code-generator and specified code templates corresponding to inline code. Instrumentation of an access to a non-thread and non-thread-local object requires 14 instructions (3 are executed in case exclusive, 7 in case conflict). Polling of access requests at method exit costs 9 instructions (4 are executed if no message must be handled). Passing the thread-id through a register between methods requires 2 and 6 instructions for the caller and callee, respectively; this overhead could be significantly reduced if the thread-id were made available by the threading subsystem in a global register.

4.4 Micro-benchmarks

We use micro-benchmarks to determine the execution overhead of the instrumentation. The benchmark exercises different accesses inside a loop of 10^7 iterations. Execution has been done on a Pentium III/933 with 256 MB main memory. Table 1 lists the cost of access through the object access protocol. The numbers represent the relative execution time, i.e., accesses that are not instrumented for race detection correspond to 1.0. We report data dependent on the ownership state of the accessed object. For accesses to class and instance variables that are in an exclusive state, the additional cost of the state check in the object header is largely hidden by the processor cache (the header field and the accessed variable are in the same cache line). The cache effect is most evident for the performance of array accesses: the repeated race check (load and compare header of the array) is always served from the cache, whereas linear access to individual positions of a 4 MB array does not hit the cache (no data prefetch). Write accesses benefit from buffering [15]. For method accesses, most of the overhead stems from the instrumentation inside the method definition (that had otherwise an empty body in this micro-benchmark). The data for class methods include a check for class initialization which is mandatory for Java’s class loading semantics. For instance methods, we distinguish invocations that are resolved statically and through dynamic dispatch; as the cost of the latter is generally higher, the relative overhead of the race check instrumentation is lower.

Access to exclusive and conflict objects is solely handled by inline codes and thus significantly faster than access to shared objects. The overhead for shared objects stems mainly from the implementation of locksets, which are based on the STL [28] scf data type. The overhead of monitor access stems from maintaining a lock-nest-counter, and adding/removing the target lock from the set of locks currently held by the thread. Additional costs can occur because a thread must ensure that all pending requests for ownership transfer are processed before it possibly blocks (deadlock avoidance).

<table>
<thead>
<tr>
<th>class var r/w</th>
<th>exclusive</th>
<th>shared</th>
<th>conflict</th>
</tr>
</thead>
<tbody>
<tr>
<td>instance var r/w</td>
<td>1.2/1.2</td>
<td>27.5/38.1</td>
<td>2.0/1.6</td>
</tr>
<tr>
<td>class method</td>
<td>1.2</td>
<td>4.6</td>
<td>1.2</td>
</tr>
<tr>
<td>inst. method stat/dyn</td>
<td>2.4/2.2</td>
<td>125.1/113.1</td>
<td>2.4/2.2</td>
</tr>
<tr>
<td>array (no bc) r/w</td>
<td>1.2/1.0</td>
<td>122/179.1</td>
<td>1.4/1.1</td>
</tr>
<tr>
<td>array (bc) r/w</td>
<td>1.2/1.2</td>
<td>10.9/16.8</td>
<td>1.3/1.3</td>
</tr>
</tbody>
</table>

Table 1: Cost of accesses that are instrumented for race detection relative to the baseline compiler (r:read, w:write). The columns distinguish the ownership state of the accessed object.

In addition to the insertion of inline code, we allocate 4 bytes in the header of each object that are used to track ownership state and owner thread. Locksets are allocated lazily together with the monitor lock.
5. EXPERIENCE
For all benchmarks and instrumentation variants, we do not use optimization in our compiler to clarify the effect of the instrumentation. The application but not the Java class libraries are instrumented. This setup can be a problem for the race checker if accesses from library methods are involved in races; such races are overlooked. Our experience with the benchmark applications at hand and the detected object races (Section 5.3) demonstrate, however, that the exclusion of library procedures is not a concern for the evaluation here.

The effect of the partial instrumentation on the execution performance reported in Section 5.4 is marginal because the specific benchmarks at hand spend most of their execution in the application code. For comparison, we report also performance numbers for gcj, the GNU Java compiler [13], version 2.95.2, with different levels of optimization (O0 and O2).

5.1 Benchmarks description
The object-race checker has been applied and evaluated for five application kernels, ‘elevator’, ‘hedc’, ‘mtrt’, ‘sor’, and ‘tsp’.

‘elevator’ is a real-time discrete event simulator. The application consists of 500 LOC and is used as an example in a course on concurrent programming. Elevators are modeled as individual threads that poll directives from a central control instance. Communication through the control board is synchronized through locks. The configuration used for this evaluation simulates 4 elevators.

HEDC is a warehouse for scientific astro-physics data developed at ETH [29]. The benchmark ‘hedc’ represents an application kernel that implements a meta-crawler for searching multiple Internet archives in parallel. In the benchmark configuration, 4 principal threads issue random queries to 2 archives each. The individual queries are handled by reusable worker threads. Result aggregation is followed by a short random sleep interval of 0-200 ms; this ensures that principal threads work out of sync. The application employs a library for concurrent programming by Doug Lea [17], in particular the Pooled-Executor pattern. The workload and memory access pattern of this application kernel are typical for Internet server applications and similar to applications based on alternative mechanisms such as Java Servlets.

‘mtrt’ is multi-thread raytrace application from the JVM98 benchmark [32]. The configuration used executed with 2 threads. Synchronization is solely applied during initialization of the threads and their copy of the “world”.

‘sor’ (Successive Over-Relaxation over a 2D grid), and ‘tsp’ (Traveling Salesman Problem) are data- and task-parallel applications with data access patterns of scientific codes; in ‘sor’, synchronization among threads is based on a barrier rather than on locks. ‘sor’ may thus be atypical for OO-based multi-threaded server applications that are the target of our checker; it nevertheless demonstrates the effectiveness and low overhead of our approach for applications with extensive data sharing.

5.2 Instrumentation
Table 2 lists runtime statistics for object and array accesses. Acceses is classified according to declaration properties of the accessed variable and properties of the reference variable through which the access is performed. The distinction is done to quantify the number of accesses that are instrumented.

First, access to final and volatile variables is reported separately. The remaining accesses are categorized into ‘static’ (class variables and methods), ‘this’, ‘thread-local’, ‘object-local’, and ‘other’. Accesses of categories ‘static’ and ‘this’ are immediately obtained from the program. ‘thread-local’ and ‘object-local’ accesses are conservatively classified according to escape and aliasing properties of the access target. The group ‘thread-local’ includes targets that do not escape and do not alias with method parameters or a return value. ‘object-local’ includes accesses through private fields that do not escape in any method of the defining class. Escape information is computed through a context- and flow-insensitive whole program analysis according to [4]. Accesses that do not fall into any aforementioned category belong to ‘other’. For array accesses of category ‘other’, we additionally distinguish if array elements have primitive or reference type. Every access site is reported once; namely in the first category matching from the top of the table.

Accesses that fall into category ‘static’, ‘other’, or ‘other primitive’ have been instrumented; the sum of these numbers is reported as ‘total instrumented’.

5.3 Detection accuracy
For the evaluation of the detection accuracy, we investigate over- and under-reporting relative to actual data races that occurred during an execution. We do not account for inaccuracy due to input- and scheduling-dependences (Section 2.3.1) that may lead to races that are possible according to program semantics but not manifested in an execution history.

5.3.1 Under-reporting
Section 3.3 discusses the possibility of under-reporting, i.e., a possible scenario that lets the checker miss an object race that actually occurred at runtime. Such a situation is due to a specific schedule of accesses (first all accesses from one thread, then all accesses of the other thread) that lead to an ownership transfer instead of a race report in our model. Similarly, our model does not report object races if the other involved thread has already terminated.

Table 3 summarizes frequencies of specific incidents during object access; row ‘inherit’ reports the number of accesses to objects owned by threads that terminated. For the example applications, all cases of inherit resulted in benign races, such that either the access order is well-determined (e.g., access after join), or the order is irrelevant (e.g., method access to immutable objects). Repeated application runs reproduced the same race reports, although the order of race reports varied sometimes due to scheduling.
5.3.2 Over-reporting

There are two major sources of over-reporting:

First, a violation of the locking discipline does not necessarily imply an object race. E.g., in a producer-consumer scenario threads are implicitly synchronized through the shared buffer ('false races', Section 2.3.2). This omission of checking is not an inherent property of the mechanism, but rather an implementation decision and optimization that has been done with respect to Java’s jagged array implementation.

Second, detecting races at the unit of objects rather than variables can lead to races reports that are not data races. Such a scenario occurs, e.g., if distinct members of the same instance are accessed by different threads. The same applies if threads access distinct regions of one array object. This factor of inaccuracy is specific to our approach of race detection.

The detection of an object-race is a runtime incident and is reported in Table 3. Category 'block' specifies the number of ownership transfers that block the accessing thread according to case (2) in the protocol (Section 4.2). 'Lockset' counts the total number of lockset operations. In category 'overlapping' (cases (2) and (3)), accesses to the same object overlap in time; e.g., one thread accesses a field of an object on which another thread is executing a method. In the category 'empty lockset', an object race is concluded from a violation of the locking discipline; the conflicting accesses do not not overlap at runtime. Depending on the execution schedule, certain races can be reported in different categories in different executions. Access conflicts are

reported once per object.

For the 'elevator' application, accesses with empty lockset occur for class methods of the control panel: the methods do not keep reentrant state and thus can be independently accessed by the elevator threads; this 'object race' detected on the class instance implementing the control panel is hence benign. In addition, the invocation of the unsynchronized method size() in the debug output of the four elevator threads caused an object race on the java.util.Vector instance associated with each elevator. The application benefits from the 'second owner' concept because the elevator threads including their private auxiliary structures are initialized by a startup thread; the elevator thread accesses itself and its auxiliary structures in the role of a second owner.

Suppressing the second owner concept leads to reporting 8 additional object races that are not actual races but fall into the category of object/thread initialization where access order is well-determined even without synchronization.

The majority of empty locksets reported for 'hedc' stem from accesses to stateless/immutable objects. The selection and combination of query results makes extensive use of objects for date-, time-, and number formatting; these and other factory instances are typically not altered after their initialization and thus cannot be subject of harmful races. Another common pattern that can lead to benign object races is cancellation [16]. Cancellation is used to asynchronously notify

<table>
<thead>
<tr>
<th>variable</th>
<th>reference</th>
<th>elevator</th>
<th>hedc</th>
<th>mrt</th>
<th>sor</th>
<th>tsp</th>
</tr>
</thead>
<tbody>
<tr>
<td>field accesses</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>final</td>
<td></td>
<td>0.1</td>
<td>0.6</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>volatile</td>
<td></td>
<td>-</td>
<td>0.1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ordinary static</td>
<td></td>
<td>-</td>
<td>2.2</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ordinary this</td>
<td></td>
<td>34.7</td>
<td>32.9</td>
<td>47.8</td>
<td>37.5</td>
<td>39.2</td>
</tr>
<tr>
<td>ordinary thread-local</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ordinary object-local</td>
<td></td>
<td>18.5</td>
<td>7.3</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ordinary other refotype</td>
<td></td>
<td>-</td>
<td>0.1</td>
<td>3.3</td>
<td>31.2</td>
<td>5.6</td>
</tr>
<tr>
<td>ordinary other primitive</td>
<td></td>
<td>0.1</td>
<td>25.9</td>
<td>-</td>
<td>31.2</td>
<td>24.4</td>
</tr>
<tr>
<td>array accesses</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ordinary thread-local</td>
<td></td>
<td>-</td>
<td>-</td>
<td>1.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ordinary object-local</td>
<td></td>
<td>18.5</td>
<td>-</td>
<td>7.3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ordinary other refotype</td>
<td></td>
<td>-</td>
<td>0.1</td>
<td>3.3</td>
<td>31.2</td>
<td>5.6</td>
</tr>
<tr>
<td>ordinary other primitive</td>
<td></td>
<td>0.1</td>
<td>25.9</td>
<td>-</td>
<td>31.2</td>
<td>24.4</td>
</tr>
<tr>
<td>method accesses</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>static</td>
<td></td>
<td>0.6</td>
<td>3.5</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>this</td>
<td></td>
<td>18.5</td>
<td>5.4</td>
<td>4.2</td>
<td>-</td>
<td>1.0</td>
</tr>
<tr>
<td>thread-local</td>
<td></td>
<td>0.2</td>
<td>3.1</td>
<td>0.9</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>object-local</td>
<td></td>
<td>0.1</td>
<td>-</td>
<td>0.2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>other</td>
<td></td>
<td>18.0</td>
<td>17.7</td>
<td>35.2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>total instrumented</td>
<td></td>
<td>28.0</td>
<td>24.8</td>
<td>30.2</td>
<td>31.2</td>
<td>34.2</td>
</tr>
</tbody>
</table>

Table 2: Runtime characteristics of object and array accesses. All numbers are reported as percentage of the overall number of accesses, or -1 if negligible or null.

<table>
<thead>
<tr>
<th>access protocol</th>
<th>elevator</th>
<th>hedc</th>
<th>mrt</th>
<th>sor</th>
<th>tsp</th>
</tr>
</thead>
<tbody>
<tr>
<td>block</td>
<td>18221</td>
<td>425</td>
<td>5</td>
<td>2</td>
<td>540</td>
</tr>
<tr>
<td>lockset</td>
<td>4501</td>
<td>55282206</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>inherit</td>
<td>0</td>
<td>60</td>
<td>0</td>
<td>1000</td>
<td>0</td>
</tr>
<tr>
<td>overlapping</td>
<td>0</td>
<td>44</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>empty lockset</td>
<td>5</td>
<td>63</td>
<td>2</td>
<td>4</td>
<td>200</td>
</tr>
</tbody>
</table>

Table 3: Runtime incidents of the object access protocol.
an activity (represented by the object that is subject of the race) through a method call or field update. Almost half of the overlapping object accesses are benign and are due to
cancellation. The reminder resulted from access to objects that combined methods and data for different purposes: part
of the object’s interface is thread-safe/synchronized, another part is not. No harmful races have been possible in the
actual implementation and use of this structure. Nevertheless,
the race checker has called the attention to an unfavorable
design that easily allowed or provoked harmful data races in the
presence of inheritance and code reuse.

The raytracer ‘mtrr’ showed several benign object races, e.g.,
on a global counter of active threads (the variable is read and
written by multiple threads and was apparently used for de-
bbugging; it is however not declared volatile) and another one
on the output canvas object (not an actual race because the
worker threads fill different regions of a pixel array managed
by the canvas).

In ‘sor’, overlapping object access occurs when threads syn-
chronize on a barrier object that is reachable through a
local variable of the class containing the main method.
Four violations of the locking policy occur when the worker
threads access the shared multidimensional int-arrays.
These violations result from data parallelism in this applica-
tions and are not actual data races: the order of accesses to
the same segments of the arrays is well-determined through
barrier synchronization, not through explicit locking. The
1000 cases of ‘inhibit’ result from a final iteration of the
main thread over the data to compute a checksum.

The large number of violations of the locking policy in ‘tsp’
stands from different threads accessing a collection of objects
representing the most promising routes found. For some
cases these races are benign, i.e., they might cause unnec-
ecessary work to be done but maintain correctness of the re-
sult. Some races however involved updates that could be
lost, leading to incorrect results. Thus, the checker identi-
ied a synchronization problem in the implementation of this
benchmark that has led to a fix with a read-write lock.

For well-designed OO programs that respect the guidelines
of data encapsulation (e.g. ‘hdec’), a large fraction of false
race reports could be avoided if the language allowed to
effectively declare methods as thread-safe, thus exempting
them from checking. In the tests, we have explicitly sup-
pressed the instrumentation of accesses to library methods
and classes that are commonly used as if they were thread-
safe. Examples are java.io.InputStream, println, or ac-
cess to immutable objects, e.g., of class java.lang.String.
Checking for accesses to instance variables can be suppressed
through final and volatile declarations.

### 5.4 Execution performance

<table>
<thead>
<tr>
<th></th>
<th>elevator</th>
<th>hdec</th>
<th>mtrt</th>
<th>sor</th>
<th>tsp</th>
</tr>
</thead>
<tbody>
<tr>
<td>field</td>
<td>34.8</td>
<td>33.6</td>
<td>47.9</td>
<td>37.5</td>
<td>39.2</td>
</tr>
<tr>
<td>array</td>
<td>18.5</td>
<td>0.1</td>
<td>11.6</td>
<td>31.2</td>
<td>5.6</td>
</tr>
<tr>
<td>method</td>
<td>19.5</td>
<td>16.1</td>
<td>5.5</td>
<td>-</td>
<td>1.0</td>
</tr>
<tr>
<td>own</td>
<td>field</td>
<td>0.1</td>
<td>8.7</td>
<td>-</td>
<td>0.1</td>
</tr>
<tr>
<td>array</td>
<td>0.1</td>
<td>25.7</td>
<td>-</td>
<td>31.1</td>
<td>18.8</td>
</tr>
<tr>
<td>method</td>
<td>0.1</td>
<td>11.6</td>
<td>35.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>foreign</td>
<td>field</td>
<td>9.2</td>
<td>0.2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>array</td>
<td>-</td>
<td>0.1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>method</td>
<td>8.9</td>
<td>0.1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>conflict</td>
<td>field</td>
<td>-</td>
<td>1.8</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>array</td>
<td>-</td>
<td>-</td>
<td>0.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>method</td>
<td>8.9</td>
<td>1.9</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4: Execution statistics of object accesses. Ac-
cess frequencies are reported as percentage of the
overall number of accesses, or ‘-’ if negligible or null.

Table 1: accesses are either not instrumented (‘not instr.’)
or instrumented. The latter category is further divided with
respect to the ownership relation of accessing thread and ac-
cessed object: accesses fall in category ‘own’ if the accessing
thread created the object or has previously gained own-
ship. Accesses are ‘foreign’ if the owner and accessing thread
do not match; first time access of a thread could lead to an
ownership transfer (exclusive→exclusive, or ownership inher-
ance (exclusive→exclusive, exclusive2→exclusive2). If
the object is shared, a lockset operation is necessary (Table
3, ‘lockset’). Finally, accesses fall in category ‘conflict’ if an
object race has been previously found on the access target.

The large number of non-instrumented array accesses in ‘sor’
stands from Java’s jagged multi-dimensional array implemen-
tation: access to an array element requires one indirection
per array dimension; in a two-dimensional array, the first
indirection, namely an access to the reference of the array
representing a row, is not instrumented.

Table 5 lists the overall number of objects (‘virgin+excl.’)
and the ownership states reached by those. Each object in
the lower categories is also included in the numbers for the
upper categories. We observe that a relatively small fraction
of objects is accessed by more than two threads (categories
exclusive2, shared, and conflict).

The ownership model reflects this sharing pattern of objects
in multi-threaded programs: ‘mtrr’ barely advances any ob-
jects beyond the exclusive state. The ‘sor’ application is
different and benefits from the concept of ownership trans-
fer: the majority of accesses go to objects in state exclusive2.
Without the ‘second owner’ concept, nearly all objects (ar-
rays that are part of the multi-dimensional array contain-
ing the application data) would transit first to state shared,
then to conflict, because synchronization is based on a bar-
rrier and not on locks. Hence, the ‘second owner’ concept
avoids a large number of false race reports in this scenario.

Table 6 shows execution times for different compilers and
compiler configurations. We use ‘no RD’ (our compiler with-
Table 5: Allocated objects and ownership states reached.

<table>
<thead>
<tr>
<th></th>
<th>elevator</th>
<th>hedic</th>
<th>mrt</th>
<th>sor</th>
<th>tsp</th>
</tr>
</thead>
<tbody>
<tr>
<td>virgin+exc.</td>
<td>107</td>
<td>3137</td>
<td>665780</td>
<td>1015</td>
<td>1503</td>
</tr>
<tr>
<td>exclusive2</td>
<td>37</td>
<td>264</td>
<td>9</td>
<td>1009</td>
<td>538</td>
</tr>
<tr>
<td>shared</td>
<td>29</td>
<td>127</td>
<td>3</td>
<td>6</td>
<td>478</td>
</tr>
<tr>
<td>conflict</td>
<td>5</td>
<td>107</td>
<td>3</td>
<td>6</td>
<td>202</td>
</tr>
</tbody>
</table>

Table 6: Runtime performance of compiler and instrumentation variants.

<table>
<thead>
<tr>
<th></th>
<th>mrt</th>
<th>sor</th>
<th>tsp</th>
</tr>
</thead>
<tbody>
<tr>
<td>execution time [s]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>gc -O0</td>
<td>21.2</td>
<td>4.1</td>
<td>17.6</td>
</tr>
<tr>
<td>gc -O2</td>
<td>15.4</td>
<td>1.7</td>
<td>11.2</td>
</tr>
<tr>
<td>no RD</td>
<td>22.3</td>
<td>3.7</td>
<td>8.0</td>
</tr>
<tr>
<td>RD</td>
<td>41.1</td>
<td>4.3</td>
<td>18.3</td>
</tr>
<tr>
<td>relative overhead [%]</td>
<td>81</td>
<td>16</td>
<td>129</td>
</tr>
<tr>
<td>RD all thread-local</td>
<td>35.7</td>
<td>3.8</td>
<td>8.3</td>
</tr>
<tr>
<td>RD all instr.</td>
<td>48.5</td>
<td>4.8</td>
<td>21.2</td>
</tr>
<tr>
<td>RD single owner</td>
<td>41.0</td>
<td>4.7</td>
<td>16.1</td>
</tr>
</tbody>
</table>

The slowdown of ‘mrt’ is, although most objects remain in ‘exclusive’ state (Table 5), due to the large fraction of checked method accesses (Table 2).

Our general observation for parallel applications is that the overhead of race-detection is roughly proportional to the frequency of access to actually shared objects.

The relative overhead might be higher if standard compiler optimizations are applied before instrumentation. On multiprocessor platforms, the speedup of applications may be tampered through race detection when threads accessing foreign objects are blocked.

5.5 Memory overhead
Besides the runtime effect, shifting the granularity level of race detection to objects also significantly reduces the memory overhead: four additional bytes in the object header increase the total amount of memory by at most 25%. The memory necessary for locksets is negligible for the evaluated applications: the maximum number of allocated locksets has been typically 2-50 with a peak of 423 for ‘tsp’.

6. CONCLUSIONS
This paper presented a pragmatic low-cost approach to race detection for object-oriented programs. The system makes objects the unit of interest and therefore checks access conflicts at the object level. Inherent to such a strategy is the risk to report a large number of false races. Static escape analysis allows us to reduce the number of objects that must be checked. However, in practice, even more checks can be suppressed by recognizing that accesses to instance variables and methods through the this references do not require instrumentation. An interesting aspect is that the execution of many of the bookkeeping instructions of the checker is hidden by the organization of the platform processor.

One reason why an efficient implementation of access checks is possible is that the compiler interleaves user and runtime (checker) instructions. A pure VM could not realize these benefits; a JIT compiler that enjoys access to escape information can pursue the same strategy. The other crucial aspect is the optimization of the ownership model for objects. Programs that employ an orderly transition of objects from a first thread to a second thread pay only a low price for access checks. Of course, programs with a single user thread also benefit from this feature. Only accesses to objects that are truly shared pay the full price of maintaining ownership information. However, since the number of such objects seems to be limited for many applications, the overall runtime impact is tolerable.

Even applications that cannot accept any execution overhead can benefit from this tool during program development and testing. As our experience with a few sample program illustrates, programs sometimes exhibit races. Some races may be benign (and their reports could be suppressed by a programmer with exact definitions of member properties), but other races may either point to a programming error or suggest an improvement in data structures or patterns. Of course, no amount of testing can replace continuous race
Multi-processor PCs are today common in many environments, and developers need tools to identify problems in multi-threaded Java programs. The compiler/runtime system approach presented here is particularly well suited for programs with a structure based on objects. As object-oriented programs take increased advantage of parallelism, we expect that at some time data race detection will be as routinely performed as bound checks for array accesses.
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