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ABSTRACT
Acoustic sensing shows great potential to transform billions of consumer-grade electronic devices that people interact with on a daily basis into ubiquitous sensing platforms. In this paper, we share our experience and findings during the process of developing and deploying acoustic sensing systems for real-world usage. We identify multiple practical problems that were not paid attention to in the research community, and propose the corresponding solutions. The challenges include: (i) there exist annoying audible sound leakage caused by acoustic sensing; (ii) acoustic sensing actually affects music play and voice call; (iii) acoustic sensing consumes a significant amount of power, degrading the battery life; (iv) real-world device mobility can fail acoustic sensing. We hope the shared experience can benefit not only the future development of sensing algorithms but also the hardware design, pushing acoustic sensing one step further towards real-life adoption.
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1 INTRODUCTION
Acoustic sensing has been extensively studied over the past few years. The research community has successfully exploited acoustic signals emitted from commodity devices to sense the contexts of human targets (e.g., hand gestures [39]) and environment (e.g., temperature changes [4]). Compared to other sensing modalities such as WiFi sensing, acoustic sensing can sense much finer-grained activities such as eye blink [23] and heartbeat [43], owing to the low propagation speed in the air (340 m/s). Furthermore, while WiFi sensing requires dedicated wireless network cards such as Intel 5300 that are not generally available in commodity WiFi access points or smartphones, the wide availability of speakers and microphones in consumer-grade electronic devices makes acoustic sensing one of the most promising candidates for real-life adoption.

However, during the process of pushing acoustic sensing from the laboratory to real world, we find several practical problems that were not paid attention to in the research community. Prior studies on acoustic sensing mainly devoted effort to improving the sensing accuracy/granularity [38, 39, 42], increasing the sensing range [20, 21, 24, 27, 28], and enabling new applications [10, 23, 36, 45, 46]. However, multiple critical practical problems still exist that can greatly hinder the real-world adoption of acoustic sensing if not properly addressed. This paper shares our experience and findings when we move one step further to push acoustic sensing for real-world adoption. We present the identified practical problems below.

The first practical problem is that annoying audible sound leakage can ruin the user experience of acoustic sensing. Specifically, to make the sensing process unobtrusive for human beings, acoustic sensing systems usually adopt inaudible acoustic signals whose frequency is above the human hearing range as the sensing signals [1]. However, according to our experiments, audible sound leakage generally exists, indicating that people can still hear audible sounds during the process of acoustic sensing. For some devices, the intensity level of the audible sound leakage can be higher than 65 dB, which is close to the noise generated by a vacuum cleaner [18].

The second practical problem is that acoustic sensing can significantly affect music play and voice call. Acoustic sensing systems [5] usually assume that no other applications are using the speaker during the process of acoustic sensing. In real life, a user expects sensing and other applications such as music play to co-exist, which is critical for the wide adoption of acoustic sensing. However, based on our experiments, we find that acoustic sensing negatively impacts music play on a large variety of devices that run Android and Windows operating systems. Specifically, the quality of music play gets degraded if sensing and music play happen simultaneously.

The third practical problem is that the large power consumption of acoustic sensing can greatly reduce the battery life of battery-powered devices. During the sensing process, acoustic sensing systems unremittingly transmit and receive sensing signals at a high rate [5]. This process consumes a large amount of power especially for long-term sensing applications, which is non-negligible for battery-powered devices. Through our experiments, we observe that, when acoustic sensing is enabled for 2 hours, there is a 22% battery drop on a smartphone, a 78% battery drop on a smartwatch, and a 66% battery drop on a wireless earphone, respectively.

The fourth practical problem is that device mobility can severely degrade the performance of acoustic sensing. Existing sensing systems assume that the sensing device is stationary during the sensing...

**Figure 1:** The sound intensity level of the audible leakage for 30 commodity devices.


**Figure 2:** The illustration of audible sound leakage for three types of sensing signals on a Google Pixel 4.

process [5], e.g., the device is placed on a table. This assumption is not always true, and we encounter quite a few real-world scenarios where the device is moving. For example, when a user wears the device for social distance measurement, the device moves a lot along with the human body. To extract useful information for social distance measurement, we need to first differentiate between human target and static objects such as pillars. This is an easy task when the device is stationary as we can use the Doppler information, i.e., Doppler value is zero to identify static objects such as pillars. However, when the device is moving, differentiation between human target and static objects becomes challenging because even signals reflected from static objects exhibit non-zero Doppler values. We believe this is a critical issue that needs to be tackled before acoustic sensing can be adopted for real-world usage.

## 2 AUDIBLE SOUND LEAKAGE

This section presents the first practical issue, i.e., audible sound leakage, that negatively influences the user experience of acoustic sensing. To illustrate the issue, we transmit three types of commonly-used ultrasound sensing signals using a Google Pixel 4 smartphone and use Sony PCM-D100 audio recorder [7] to record the actually transmitted signal. As shown in Figure 2, we can observe that, besides the inaudible sensing signals at high frequencies, Google Pixel 4 leaks audible sound noises at low frequencies for all the three signal types. The audible leakage is extremely annoying which can cause poor user experience or even discomfort during the process of long-term acoustic sensing. In the following, we first conduct measurements to show that the leakage occurs on a variety of commodity devices. Then we dig deep to identify the root cause of the leakage. At last, we share our experience and present the solution to alleviate the audible leakage.

### 2.1 Measurements on Commodity Devices

We conduct measurements to test whether audible sound leakage generally exists on commodity devices. To this end, we transmit three types of sensing signals in the inaudible frequency band (i.e., 18 – 22 kHz) from a variety of commodity devices and measure the sound level of the audible leakage.

The three chosen sensing signals are commonly adopted for sensing [5], including continuous wave (CW) signal, chirp signal, and Frequency Hopping Spectrum Spread (FHSS) signal, as shown in Figure 2. The commodity devices involve 15 smartphones, five laptops, five headphones, and five speakers. The sound intensity level is measured by the VLIKE sound level meter [37]. The distance between the sensing device and the sound level meter is varied based on the real-life usage of the devices, i.e., 10 cm for smartphones, 25 cm for laptops, 0 cm for headphones, and 60 cm for speakers. The volume is set to 80% of the maximum volume of each device. It is worth noting that, due to fast attenuation over distance of acoustic signals [28], most sensing systems adopt a high volume or even the maximum volume in order to achieve a larger sensing range and better sensing performance [31].

Figure 1 illustrates the measured sound level of the audible leakage when inaudible sensing signals are transmitted from the speaker for sensing. We can observe that the audible sound leakage generally exists on most commodity devices for all the three types of sensing signals. For some devices such as iPhone 11 Pro and MacBook Pro Late 2013, the sound levels of the leakage during the...
sensing process are higher than 65 dB, which is close to the noise generated by a vacuum cleaner [18]. Note that, even though the sound level of leakage is just 50 dB, due to its harsh and jarring nature, the leakage still causes severe sound pollution and makes users uncomfortable during long-term acoustic sensing.

2.2 Acoustic Signal Generation Analysis System

To study why the audible sound leakage occurs, we build a test system to analyze the signal output from each electronic component at the speaker side. Figure 3a and Figure 3b illustrate the system architecture and the test platform, respectively. Specifically, the digital sensing signals are first generated by the CPU and then fed into the audio Digital-to-Analog Converter (DAC) to output the analog sensing signals. The analog sensing signals are further amplified by the audio amplifier and finally converted to acoustic waves by the speaker.

Next, we “hack” the signal transmission process by capturing the signal after it passes through each electronic component using the Sony PCM-D100 audio recorder [7] which has extremely low distortions. Specifically, we connect the output of the PCM5242 DAC [16] and PAM8302 amplifier [17] with the line-in jack of the audio amplifier and finally converted to acoustic waves by the speaker. Figure 4 illustrates the non-linear distortion after a 20 kHz continuous wave passes through each electronic component.

Figure 4: The non-linear distortion after a 20 kHz continuous wave passes through each electronic component.

Finding 1. The non-linear distortion of the audio amplifier is the chief culprit of the audible sound leakage. Figure 4 illustrates the Power Spectral Density of the signals output by each component when playing a 20 kHz continuous wave. We observe that, there exists non-linearity distortion for all three electronic components, where the audio amplifier introduces most of the distortion. Specifically, we can hardly hear the leakage from the audio that was recorded directly after the DAC. However, since the power of the distortion is increased by 43.89 dB (i.e., from −112.63 dB to −69.04 dB), the leakage after the amplifier becomes audible. In contrast, the power of the distortion is only increased by 15.7 dB (i.e., from −69.04 dB to −53.34 dB) after the speaker, which is much smaller compared with the distortion caused by the audio amplifier.

We dig deeper to investigate the audible sound leakage caused by different audio amplifiers. Five amplifiers are tested, including Adafruit MAX98306 [12], Adafruit PAM8302A [17], Diodes PAM8406 [13], Texas Instruments TPA2016D2 [15], and Texas Instruments TAS2770 [14]. To make a fair comparison, we adjust the output power of each amplifier to be the same. Figure 5 illustrates the sound intensity levels of the audible leakage and the corresponding prices for each amplifier. We can observe that the audible sound leakage varies dramatically among amplifiers. The leakage can be significantly reduced (i.e., from 61.6 dB to 43.8 dB) if a proper audio amplifier is adopted with a slightly higher price ($1.262 for TAS2770).

Finding 2. The maximum volume does not necessarily bring the maximum sensing range due to the audible sound leakage. One critical issue associated with acoustic sensing is the small sensing range [28]. Researchers and developers usually adopt the maximum volume to achieve a larger sensing range. Figure 6 shows the magnitude changes of the sensing signal and distortion as the amplifier volume increases. We can observe that, when the volume is below 40%, most of the increased volume contributes to the power increase of the sensing signal. However, as we continue to
where \( k \) and \( n \) denote the original frequency. Given that \( f_1 = 20 \text{kHz} \), the additional harmonic components generated are at \( f_h = 40 \text{kHz}, 60 \text{kHz}, 80 \text{kHz}, 100 \text{kHz}, 120 \text{kHz}, \) etc. Due to the limited sampling rate \( f_s = 48 \text{kHz} \) of the DAC, the harmonic components result in aliasing signals at

\[
f_a = |k f_s - f_h|, \tag{2}
\]

where \( k \in \mathbb{Z}^+ \). If we substitute \( k, f_s \), and \( f_h \) into Equation (2), we can obtain that \( f_a \) equals to \( 8 \text{kHz}, 12 \text{kHz}, 16 \text{kHz}, 4 \text{kHz}, \) and \( 24 \text{kHz} \). However, if we introduce another \( 21 \text{kHz} \) signal, there also exists the intermodulation distortion among different frequency components [33], which generates a lot of extra distortions. Given that the original frequency \( f_1 = 20 \text{kHz} \) and \( f_2 = 21 \text{kHz} \), the intermodulation distortion results in additional signal components at the sum and difference frequencies of the original frequencies, e.g., \( f_2 - f_1 = 1 \text{kHz} \) and \( f_1 + f_2 = 41 \text{kHz} \). According to Equation (2), the \( 41 \text{kHz} \) frequency component results in an aliasing signal at \( 7 \text{kHz} \). The above-mentioned analysis explains why the chirp signal produces the least amount of audible sound leakage because there is just one single frequency at each timestamp.

**Finding 4.** The audible sound leakage issue can be mitigated by masking it with white noise or music.\(^3\) The audible sound leakage is very harsh and jarring, making it extremely annoying. We find that, the issue of leakage can be mitigated by adding a masking sound, i.e., either white noise or soft background music. To demonstrate its effectiveness, we play a continuous wave signal alone and also play it with the two masks, i.e., white noise and soft music. To make a fair comparison, we keep the leakage power constant by fixing the power of the continuous wave signal. Figure 8 illustrates the rating score of the comfortableness from 10 volunteers after listening to the three audios where each of them lasts for one minute. We can observe that, after applying the masking sound, the score can be improved from 1.6 to 3.1 (white noise mask) and 4.6 (music mask) on a scale of 5, respectively. The comfortableness was evaluated using a 5-point Likert scale [19] ranging from 1 to 5 according to the perceived feelings from the study participants: 1 denotes “Extremely annoying”, 2 denotes “Very annoying”, 3 denotes “Annoying”, 4 denotes “A little bit annoying”, and 5 is “I’m fine with it”.

Furthermore, to evaluate the effect of the sensing signal on the masking audio, we adopt the approach widely used in the field of speech recognition. Specifically, we chose 100 sentences from the public AISHELL-1 dataset [3] as the reference speech and added our sensing signal into the reference speech as the masked audio. Then we computed the quality of the masked audio using Perceptual Evaluation of Speech Quality (PESQ) whose score ranges from -0.5 (bad quality) to 4.5 (good quality) [46]. Note that the original speech audio has a score of 4.5. The average PESQ metric of the masked audio is 4.25, indicating that the sensing signal has little impact on the original speech. Furthermore, we also computed the intelligibility of the masked audio using Short-Time Objective Intelligibility (STOI) [36] whose score ranges from 0 (bad intelligibility) to 1 (good intelligibility). Note that the original speech audio has a score of 1.0. The average STOI score of the masked audio is 0.99, indicating that the effect of masking operation on audio intelligibility is negligible.

**3 THE NEGATIVE IMPACT OF SENSING ON MUSIC PLAY/VOICE CALL**

Previous acoustic sensing systems [5] assume that, during the sensing process, there should be no other types of audio like music played at the same time by the speaker, which constrains the wide adoption of acoustic sensing in real-world settings. For example, a user might want to perform hand gestures to switch songs via acoustic sensing when listening to music. Therefore, it is preferable if sensing and music play/voice call can happen at the same time. In this section, we report our experience and findings to achieve the above-mentioned objective.

---

\(^3\)The demo audio can be found at https://www.youtube.com/watch?v=UlEmARFBuw.
3.1 Preliminary for Audio Mixing

Multiple audio sources created by either one application or several applications need to be mixed into one audio stream before being passed to the DAC as shown in Figure 3a. Figure 9 illustrates the general logic of audio mixing. Specifically, audio samples from multiple sources are multiplied by their corresponding source volume factors. Then they are passed to a software component called Audio Mixer [25]. After operations such as resampling, scaling, and adding at the Audio Mixer, multi-source audio samples are converted as one audio stream and then multiplied by the stream volume factor to control the total output volume.

3.2 Mixing the Sensing Signal with Music

To study the impact of acoustic sensing on applications such as music play, we conducted experiments on a diverse range of commodity devices running various operating systems, including Android, iOS, Windows, Linux, and macOS. Specifically, we play a song named “Twinkle, Twinkle, Little Star” and a sensing signal (i.e., chirp) sweeping from 18 kHz to 22 kHz together using two separate applications.

Finding 5. Although existing operating systems support simultaneous playing of sensing signal and music/voice, the quality of music/voice does get affected. To address the issue of small sensing range, acoustic sensing usually adopts an extremely high volume (i.e., ≥ 80% of the maximum volume) to transmit the sensing signal. However, due to the limited digital representation range of the DAC, the value of the mixed (added) audio is very likely to exceed the maximum value that the DAC can support. According to our experiments, existing audio mixers adopt “unfriendly” strategies to tackle this issue. As shown in Figure 10, for Android, Windows and Linux, the operating systems simply clip off the exceeding portion and set its value to the maximum allowable value of the DAC. Figure 11 demonstrates the negative impact of this operation, i.e., the degraded music quality. In contrast, iOS and macOS choose to scale down the volume of the audio sources, as shown in Figure 10. To eliminate the impact of the sensing signals on music play, we propose a simple yet effective scheme that adaptively tunes the volume of the sensing signals based on the volume of the music play, which makes sure the total volume does not exceed the maximum volume. For example, if the music is using 60% of the maximum volume, we limit the volume of the sensing signal below 40% of the maximum volume. The above-mentioned strategy ensures that audio clipping and volume scaling down do not happen.

The sensing performance would be affected due to the decreasing power of the sensing signals when sensing and other audio applications co-exist. Advanced signal processing schemes [21] can be applied to increase the sensing range. We perform respiration monitoring using the Huawei P30 Pro smartphone to demonstrate the effectiveness of the proposed schemes. The smartphone is placed on a table, whose distance is 50 cm from the user. We play the chirp signal at different volume levels varying from level 1 to level 15 at a step size of 1 level. The chirp signal sweeps from 18 kHz to 22 kHz. Figure 12 presents the median respiration rate errors without and with applying the advanced signal processing scheme.
Finding 6. The power consumption of acoustic sensing can be significantly reduced if we introduce power control schemes. We design and develop a lightweight, miniaturized wearable device that can be worn on the neck to measure social distance, as illustrated in Figure 14. The wearable device contains a self-designed printed circuit board (PCB) with a speaker and an array of 8 microphones. The PCB board is connected with a rechargeable lithium battery and held by a 3D-printed plastic case. To make sure the device can be worn comfortably for a long time, we miniature the PCB board through our meticulous design using 6-layer third-order high density interconnect (HDI) technology and the size of the PCB board is only 4.3 cm × 3.3 cm. Just like existing acoustic sensing systems [20, 28], we initially transmit and receive the sensing signals unremittingly. However, according to our experiments, we observe that there is no human target in front of the wearer for more than 80% of the time when the wearer walks around the campus, indicating that most of the power is wasted during the sensing process. To address this problem, we apply a power control mechanism on wireless sensing. Specifically, we introduce the idle state where the sensing signals are transmitted and received at a much lower rate. Once a target is detected, the device enters into the active state where the sensing signals are transmitted and received at a normal rate.

Furthermore, existing acoustic sensing systems [5] adopt a fixed signal transmission power during the sensing process. However, the minimum required power for sensing a target at different distances varies a lot. The signal power required for sensing a close target is much smaller than that for sensing a far-away target. We, therefore, propose a scheme to adaptively tune the transmission power based on the distance between the target and the device. Specifically, we compute the distance information between the target in front of the wearer for more than 4 hours, we observe a battery drop on a smartphone (Samsung Galaxy S9+), a 78% battery drop on a smartwatch (Samsung Galaxy Watch 3), and a 66% battery drop on a wireless earphone (Apple Airpod Pro). This section shares our findings on how to reduce the power consumption for acoustic sensing based on our experience in deploying a self-designed device for social distance measurement during the COVID-19 pandemic. Note that the proposed solutions are general and can be applied to other acoustic sensing platforms.

Figure 13: Impact of music play on respiration monitoring.

Figure 14: The self-designed wearable device using acoustic sensing for the social distance measurement.
the power consumption is 15.58 mW when there are no sensing signals transmitted and 92.05 mW when the sensing signals are transmitted. When the device detects the target, it switches to the active state. With our adaptive power control scheme, the average power consumption is reduced from 525.35 mW to 215.42 mW. We further break down the power consumption into three parts, i.e., power consumption for signal transmission, power consumption for signal reception, and power consumption for signal processing. As shown in Table 1, our power control schemes mainly benefit from the power saving at signal transmission that is the most power-hungry part of acoustic sensing.

To demonstrate how the proposed power control schemes perform in real-life, we asked one participant to wear the device and walk around the campus for five hours. Compared with transmitting at the maximum power, the power consumption is reduced from 65.5% to 7.7% after applying the proposed schemes, which significantly extends the battery life. We also applied the proposed power control schemes when a user performs hand tracking using a Samsung S9+ smartphone for two hours. We repeat the experiment five times and the average power consumption is reduced from 22% to 10% after applying the proposed power control schemes. We believe power control is critical for the adoption of acoustic sensing in real life, and we move a step forward in this project.

5 HARMFUL IMPACT GENERATED BY DEVICE MOBILITY

Existing sensing systems assume that the sensing device keeps stationary during the sensing process [5]. For example, the sensing device is put on a table or mounted on a tripod. This is not always true, and we encounter quite a few real-world scenarios where the device is moving. For example, for social distance measurement, the device is worn by a wearer and moves when the wearer walks around and interacts with others. However, the sensing performance severely degrades when the device is not stationary. We believe this is a critical issue that needs to be tackled before we can push acoustic sensing to real-world settings. In this section, we share our findings of how to remove the harmful impact of device motions based on our experience on social distance measurement.

Finding 7. The movements of sensing device significantly degrade the performance of acoustic sensing. Most existing research on acoustic sensing focuses on improving the accuracy [38, 39, 42], where the state-of-the-art studies have pushed the accuracy to sub-millimeter level [20]. However, we find that centimeter-level accuracy is good enough for a lot of real-world applications including social distance measurement. The real practical challenge we encounter in social distance measurement is that, in the presence of device movements, we cannot even differentiate between a human target and a static object such as a pillar. When the device is stationary, we can use the Doppler information, i.e., Doppler value is zero to identify static objects. However, when the device is moving, even signals reflected from static objects exhibit non-zero Doppler values.

Two approaches were adopted by prior studies to eliminate the impact of static objects on target sensing. The first approach is to apply background subtraction [20, 28] to remove the reflection from the static objects using acoustic signals received at two adjacent timestamps. Figure 16a illustrates the range-angle profile when the sensing device is on the table, and a human target stands at 3 m in front of the device in a typical indoor environment. We can observe that background subtraction works when the device is stationary since the reflections from the static objects remain constant over time. However, when the device is moving, i.e., the device is worn by a user, the reflections from the static objects are not constant anymore, failing the background subtraction approach, as shown in Figure 16b.

The second approach is to differentiate the moving human target from static objects based on the variation of the estimated positions [21, 31, 43]. Figure 17 illustrates the extracted positions for the human target and the static objects when the device is stationary and moving, respectively. We can observe that, when the device is
We adopt the timestamps provided by the high-precision Real-Time Clock (RTC) module inside the device to synchronize the acoustic signals and IMU data. As shown in Figure 18a, since the distances between the device and static objects (i.e., wall and ceiling) are more stable, while the distances between the device and the human target change a lot when the device is stationary. When the device is worn by a user, even if the wearer just stands still, the involuntary movement of the body [40] changes the position of the device, resulting in large distance changes for both the human target and the static objects, as shown in Figure 17b.

We involve the inertial measurement unit (IMU) sensor to address the device movement issue. Owing to its cheapness, miniaturization and low power consumption, IMU sensors widely exist in acoustic-enabled devices, including smartphones, smart watches and even earphones. Therefore, besides speaker and microphones, we also equip our custom-designed wearable device with IMU sensors. During the sensing process, both acoustic data and IMU data are collected and stored for post-processing. Since the sampling rates of the microphones and IMU sensors are different, we resample the IMU data using the cubic spline interpolation algorithm [29]. We adopt the timestamps provided by the high-accuracy Real-Time Clock (RTC) module inside the device to synchronize the acoustic data and IMU data.

To differentiate human target from static objects, we compare the acceleration data collected from IMU sensors with that computed using acoustic signals. As shown in Figure 18a, since the variations of the IMU sensor data and acoustic signals reflected from static object are only caused by device movement, they are almost stationary, it is straightforward to differentiate the human target from other static objects. As shown in Figure 17a, the distances between the device and static objects (i.e., wall and ceiling) are more stable, while the distances between the device and the human target change a lot when the device is stationary. When the device is worn by a user, even if the wearer just stands still, the involuntary movement of the body [40] changes the position of the device, resulting in large distance changes for both the human target and the static objects, as shown in Figure 17b.

Prior studies related to the four problems in the real-world settings. Audible Sound Leakage. A lot of efforts [6, 11, 33, 34, 44] have been devoted to studying the non-linearity of the microphone hardware, i.e., the ultrasound signal can create a “shadow” signal in the audible frequency range after passing the microphone hardware. This phenomenon can enable applications such as jamming spy microphone, live watermarking of music, etc. However, none of them pay their attention to the non-linearity in the speaker hardware, which generates the audible sound leakage when playing inaudible sensing signals on commodity devices.

Coexistence of Sensing and Music Play/Voice Call. Prior studies [21, 30] demonstrate the feasibility of playing the sensing signals and music simultaneously. However, the multiple audio sources, i.e., music and sensing signals, are synthesized as one audio source before they are fed into the audio mixer on the operating system, which is impractical in real-world settings. Furthermore, we broadly explore the behaviors of the audio mixer in different operating systems and provide feasible solutions to reduce the impact of the sensing signals on music.
Large Power Consumption. The power control mechanisms have been extensively studied in the field of wireless communication [2] and backscatter communication [26]. We explore the feasibility of applying the power control schemes to extend the battery life for sensing applications on battery-powered devices.

Harmful Impacts Caused by Device Mobility. There are some previous studies discussing the device mobility issue for acoustic sensing. SpiroSonic [35] adaptively removes the distortion in the I/Q signals caused by hand movement when a user holds a smartphone to monitor lung functions. BreathListener [41] extracts the respiration signals based on the Energy Spectrum Density of signals and removes the interference from the driving environments using the background subtraction and Ensemble Empirical Mode Decomposition schemes. Different from the previous studies, the device displacement caused by human body movement is much larger, which cannot be removed by simply applying their methods.

7 DISCUSSION

The audible sound leakage is mainly a business challenge. We have showed that the non-linear distortion of the audio amplifier is the chief culprit of the audible leakage. A better amplifier can significantly reduce the amount of leakage. Therefore, the smartphone manufacturers can choose a better amplifier to address the leakage issue. The current speakers are designed for voice call and music play rather than acoustic sensing. If acoustic sensing becomes a mainstream function of future speakers, this issue can easily be fixed by smartphone manufacturers.

The negative impact of sensing signal on music play and voice call is a technical challenge. We have shown that the audio mixers in the existing operating systems adopt “unfriendly” strategies to tackle the signal overflow issue. We propose a simple yet effective scheme that tunes the volume of the sensing signals based on the maximum volume of the music play/voice call, which makes sure the total volume does not exceed the maximum value. We believe that it is possible to adjust the sensing signal power in a more fine-grained manner based on the instantaneous power of the voice/music. However, it requires real-time prediction of the voice/music power variation, which is very challenging. Investigation of fine-grained power tuning remains an important future research direction.

The large power consumption is a technical challenge. We proposed some straightforward schemes to reduce the power consumption for battery-powered devices. While the proposed challenges are general, the solutions to different applications need to vary to cope with the unique characteristics of each individual application. For example, the proposed distance-based power control scheme cannot be applied to sensing applications [8, 9] using earphones since the distance between the earphone and ear canal does not change during the sensing process. One possible solution to save power is that we can start the acoustic sensing process only when a targeted event is detected and employ the low-power IMU sensor to serve as the trigger.

The negative impact generated by device mobility is a technical challenge. We demonstrated one possible solution to solve the issue for social distance measurement. For other applications such as earable sensing, new solutions need to be proposed to address the device motion issue. The IMU data is usually too coarse to be utilized to cancel the device motion for fine-grained ear canal monitoring. Feeding the IMU data and acoustic data into deep learning networks may be the direction to explore.

8 CONCLUSION

This paper shares our experience and findings on multiple practical challenges during the process of developing and deploying acoustic sensing systems in real-world settings. Four challenges are discussed, including annoying audible sound leakage, negative impact of sensing on music play/voice call, large power consumption, and degraded performance in the presence of device motions. We hope our insights can trigger future efforts that are devoted to solving real-world challenges on acoustic sensing and pushing acoustic sensing from the laboratory to the real world.
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