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Abstract

Recent neural networks designed to operate on graph-structured data have proven effective in many domains. These graph neural networks often diffuse information using the spatial structure of the graph. We propose a quantum walk neural network that learns a diffusion operation that is not only dependent on the geometry of the graph but also on the features of the nodes and the learning task. A quantum walk neural network is based on learning the coin operators that determine the behavior of quantum random walks, the quantum parallel to classical random walks. We demonstrate the effectiveness of our method on multiple classification and regression tasks at both node and graph levels.
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1 Introduction

While classical neural network approaches for structured data have been well investigated, there is growing interest in extending neural network architectures beyond grid structured data in the form of images or ordered sequences \cite{1} to the domain of graph-structured data \cite{2, 3, 4, 5, 6, 7}. Following the success of quantum kernels on graph-structured data \cite{8, 9, 10}, a primary motivation of this work is to explore the application of quantum techniques and the potential advantages they might offer over classical algorithms. In this work, we propose a novel quantum walk based neural network structure that can be applied to graph data. Quantum random walks differ from classical random walks through additional operators (called coins) that can be tuned to affect the outcome of the walk.

In \cite{11} we introduced a quantum walk neural network (QWNN) for the purpose of learning a task-specific random walk on a graph. When dealing with learning problems involving multiple graphs, the original QWNN formulation suffered from a requirement that all nodes across all graphs share the same coin matrix. This paper improves upon our original network architecture by replacing the single coin matrix with a bank that learns a function to produce different coin matrices at each node in every graph. This function allows the behavior of the quantum walk to vary spatially across the graph even when dealing with multi-graph problems. Additionally, this function produces the coins based on neighboring node features so that even for structurally identical graphs, a different walk is produced if the node features change. We also improve the neural network architecture in this work. In the new architecture, each step of the quantum walk produces its own set of diffused features. The aggregated set of features, spanning the length of the walk, are passed to successive layers in the neural network. Finally, the previous work
produced results that were dependent upon the ordering of the nodes. This work provides a QWNN architecture that is invariant to node ordering.

The rest of this paper is organized as follows. Section 2 describes the background literature on graph neural network techniques in further detail. The setting of quantum walks on graphs is described in Section 3, followed by a formal description of the proposed quantum walk based neural network implementation in Section 4. Experimental results on node and graph regression, and graph classification tasks are presented in Section 5, followed by a discussion of the techniques’ limitations in Section 6 and concluding remarks in Section 7.

2 Related Work
Gupta and Zia [12] and Altaivsky [13] among other researchers proposed quantum versions of artificial neural networks; See Biamonte et al. and Dunjko et al. [14, 15] for an overview of the emerging field of quantum machine learning. While not much work exists on quantum machine learning techniques for graph-structured data, in recent years, new neural network techniques that operate on graph-structured data have become prominent. Gori et al. [4] followed by Scarselli et al. [6] proposed recursive neural network architectures to deal with graph-structured data, instead of the then prevalent approach of transforming the graph data into a domain that could be handled by conventional machine learning algorithms. Bruna et al. [3] studied the generalization of convolutional neural networks (CNNs) to graph signals through two approaches, one based upon hierarchical clustering of the domain, and another based on the spectrum of the graph Laplacian. Subsequently, Defferrard et al. [16] proposed to approximate the convolutional filters on graphs through their fast localized versions.

Along with the spectral approaches described above, a number of spatial approaches have been proposed that relied on random walks to extract and learn information from the graph. For comparison, we detail several modern approaches. Atwood and Towsley [2] propose a spatial convolutional method that performs random walks on the graph and combines information from spatially close neighbors. Given a graph $G = \{V, E\}$ and a feature matrix $X$, their approach, Diffusion Convolutional Neural Networks (DCNN) use powers of the transition matrix $P = D^{-1}A$ to diffuse information across the graph, where $A$ is the adjacency matrix and $D$ is the diagonal degree matrix such that $D_{ii} = \sum_j A_{ij}$. The $k^{th}$ power of the transition matrix, $P^k$, diffuses information from each node to every node exactly $k$ hops away from it. The output $Y$ of the DCNN is a weighted combination of the diffused features from across the graph, given by

$$Y = h(W \odot P^*X),$$

where $P^*$ is the stacked tensor of powers of transition matrices, the operator $\odot$ represents element-wise multiplication, $W$ are the learned weights of the diffusion-convolutional layer, and $h$ is an activation function (e.g. rectified linear unit).

The second approach of interest due to Kipf and Welling [5], was proposed to tackle semi-supervised learning on graph-structured data through a CNN architecture that uses localized approximation of spectral graph convolutions. The proposed
technique, the Graph Convolutional Neural Network (GCN) simplified the original spectral-based frameworks of Bruna et al. [3] and Defferrard et al. [16] for improved scalability. The method uses the augmented adjacency matrix \( \tilde{A} = A + I \) and degree matrix \( \tilde{D}_{ii} = \sum_j \tilde{A}_{ij} \) to diffuse the input with respect to the local neighborhood according to:

\[
Y = h \left( \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} X W \right),
\]

where, again, \( W \) are learning weights and \( h \) is an activation function.

Many graph convolution layers are inspired by classical CNNs used in image recognition problems. However, other deep learning models have also inspired graph-based variants. One such example, Graph Attention Networks (GATs) [7], is inspired by the attention mechanisms commonly applied in natural language processing for sequence-based tasks. The neural network architecture uses a graph attention layer that combines information from neighboring nodes through an attention mechanism. Unlike the prior approaches, this allows a nonuniform weighting of the features of each node’s neighbors. The method uses attention coefficients

\[
e_{ij} = a (W X_i, W X_j)
\]

where, \( W \) is a learned weight matrix that linearly transforms feature vectors of nodes \( v_i \) and \( v_j \), \( X_i \) and \( X_j \) respectively, and \( a \) is an attention function (e.g. inner product). The attention coefficients \( e_{ij} \) are normalized through the softmax function to obtain normalized coefficients \( \alpha_{ij} \). The output from node \( i \) is given as

\[
Y_i = h \left( \sum_{v_j \in \mathcal{N}(v_i)} \alpha_{ij} W X_j \right)
\]

where \( \mathcal{N}(v_i) \) is the neighbor set of node \( v_i \).

Our proposed quantum walk neural network is graph neural network architecture based on discrete quantum walks. Various researchers have worked on quantum walks on graphs – Ambainis et al. [17] studied quantum variants of random walks on one-dimensional lattices; Farhi and Gutmann [18] reformulated interesting computational problems in terms of decision trees, and devised quantum walk algorithms that could solve problem instances in polynomial time compared to classical random walk algorithms that require exponential time. Aharonov et al. [19] generalized quantum walks to arbitrary graphs. Subsequently, Rohde et al. [20] studied the generalization of discrete time quantum walks to the case of an arbitrary number of walkers acting on arbitrary graph structures, and their physical implementation in the context of linear optics. Quantum walks have recently become the focus of many graph-analytics studies because of their non-classical interference properties. Bai et al. [8, 9, 10] introduced novel graph kernels based on the evolution of quantum walks on graphs. They defined the similarity between two graphs in terms of the similarities between the evolution of quantum walks on the two graphs. Quantum kernel based techniques were shown to outperform classical kernel techniques.
in effectiveness and accuracy. In [21, 22], Rossi et al. studied the evolution of quantum walks on the union of two graphs to define the kernel between two graphs. These closely related works on quantum walks and the success of quantum kernel techniques motivated our approach in developing a quantum neural network architecture.

3 Graph Quantum Walks

Motivated by classical random walks, quantum walks were introduced by Aharonov et al. in 1993 [23]. Unlike the stochastic evolution of a classical random walk, a quantum walk evolves according to unitary process. The behavior of a quantum walk is fundamentally different from a classical walk since in a quantum walk there is interference between different trajectories of the walk. Two kinds of quantum walks have been introduced in the literature; namely, continuous time quantum walks [18, 24] and discrete time quantum walks [25]. Quantum walks have recently received much attention because they have been shown to be a universal model for quantum computation [26]. In addition, they have numerous applications in quantum information science such as database search [27], graph isomorphism [28], network analysis and navigation, and quantum simulation.

Discrete time quantum walks were initially introduced on simple regular lattices [29] and then extended to general graphs [30]. In this paper, we use the formulation of discrete time quantum walks as outlined in [31, 30]. Given an undirected graph \( G = (V, E) \), we introduce a position Hilbert space \( \mathcal{H}_P \) that captures the superposition over various positions, i.e., nodes, in the graph. We define \( \mathcal{H}_P \) to be the span of the position basis vectors \( \{ \hat{e}_v^{(p)}, v \in V \} \). The position vector of a quantum walker can now be written as a linear combination of position state basis vectors,

\[
\psi_p = \sum_{v \in V} \alpha_v \hat{e}_v^{(p)}
\]

where \( \{ \alpha_v, v \in V \} \) are coefficients satisfying the unit \( L_2 \)-norm condition \( \sum_v \| \alpha_v \|^2 = 1 \), with the understanding that \( \| \alpha_v \|^2 \) is the probability of finding the walker at vertex \( v \).

Similarly, we introduce a coin Hilbert space \( \mathcal{H}_C \) that captures the superposition over various spin directions of the walker on each node of the graph. We define \( \mathcal{H}_C \) to be the span of the coin basis vectors \( \{ \hat{e}_i^{(c)}, i \in 1, \ldots, d_{\text{max}} \} \), where \( i \) enumerates the edges incident on a vertex \( v \) and \( d_{\text{max}} \) is the maximum degree of the graph. We will use \( d \) instead of \( d_{\text{max}} \) for conciseness. The coin (spin) state of a quantum walker can now be written as a linear combination of coin state basis vectors,

\[
\psi_c = \sum_{i=1}^{d} \beta_{v,i} \hat{e}_i^{(c)}
\]

where \( \{ \beta_{v,i}, i \in 1, \ldots, d \} \) are coefficients satisfying the unit \( L_2 \)-norm condition \( \sum_i \| \beta_{v,i} \|^2 = 1 \). If a measurement is done on the coin state of the walker at vertex \( v \), \( \| \beta_{v,i} \|^2 \) denotes the probability of finding the walker in coin state \( i \). The Hilbert space of the quantum walk can be written as \( \mathcal{H}_W = \mathcal{H}_P \otimes \mathcal{H}_C \), which is the tensor product of the two aforementioned Hilbert spaces.
Figure 1 Classical and Quantum Walk Distributions The probability distribution of a classical random walk (Top) and a quantum random walk (Bottom) across the nodes of a lattice graph over four steps from left to right.

Time-evolution of discrete time quantum walk over graph $G$ is governed by two unitary operators, namely, coin and shift operator. Let $\Phi(t) = \psi_p(t) \otimes \psi_c(t)$ in $\mathcal{H}_W$ denote the state of the walker at time $t$. At each time-step we first apply a unitary coin operator $C$ which transforms the coin state of the walker at each vertex, $\psi_p(t) \otimes \psi_c(t+1) = (I \otimes C)(\psi_p(t) \otimes \psi_c(t))$. $I$ denotes the identity operator. After transforming the coin (spin) states, we apply a unitary shift operator $S$ which swaps the states of two vertices connected by an edge. i.e., for an edge $(u,v)$ if $u$ is the $i^{th}$ neighbor of $v$ and $v$ is the $j^{th}$ neighbor of $u$, then we swap the coefficient corresponding to the basis state $\hat{e}_v(p) \otimes \hat{e}_u(c)$ with that of the basis state $\hat{e}_u(p) \otimes \hat{e}_v(c)$ . $S$ operates on both coin and position Hilbert spaces, $\Phi(t+1) = \psi_p(t+1) \otimes \psi_c(t+1) = S(\psi_p(t) \otimes \psi_c(t+1))$.

In shorthand notation, the unitary evolution of the walk is governed by the operator $U = S (I \otimes C)$. Applying $U$ successively evolves the state of the quantum walk through time.

The choice of coin operators as well as the initial superposition of the walker control how this non-classical diffusion process evolves over the graph and therefore provides the deep learning technique additional degrees of freedom for controlling the flow of information over the graph. Figure 1 shows how the diffusion behavior of a classical random walk differs from a discrete time quantum walk with a single coin. Ahmad et al. [32] recently showed that for a discrete quantum walk on a line, having a position-dependent coin can lead to quantitatively different diffusion behaviors with different choices of coin operators. Our work uses the setting of multiple non-interacting quantum walks acting on arbitrary graphs, as introduced in Rhode et al. [20], to learn patterns in graph data. Calculating a separate quantum walk originating from each node in the graph allows us to construct a diffusion
matrix where each entry gives the relationship between the starting and ending nodes of a walk. This matrix works like its classical counterpart, a random walk matrix, used in DCNN [2].

3.1 Physical implementation of discrete quantum walks
Over the past few years, there have been several proposals for the physical implementation of quantum walks. Quantum walks are unitary processes that are naturally implementable in a quantum system by manipulating their internal structure. The internal structure of the quantum system should be engineered to be able to manifest the position and coin Hilbert spaces of the quantum walk. These quantum simulation based methods have been proposed using classical and quantum optics [33], nuclear magnetic resonance [34], ion traps [35], cavity QED [36], optical lattices [37], and Bose Einstein condensate [38] as well as quantum dots [39] to implement the quantum walk.

Circuit implementation of quantum walks has also been proposed. While most of these implementations focus on graphs that have a very high degree of symmetry [40] or very sparse graphs [41, 42], there is some recent work on circuit implementations on non-degree regular graphs [43].

A central question in implementing quantum walks on graphs is how to scale the physical system to achieve the complexity required for simulating large graphs. Rohde et al. [44] showed that exponentially larger graphs can be constructed using quantum entanglement as a resource for creating very large Hilbert spaces. They use multiple entangled walkers to simulate a quantum walk on a virtual graph of chosen dimensions. However, this approach has its own limitations and arbitrary graphs can not be built with this method.

4 Quantum Walk Neural Networks
Many graph neural networks pass information between two nodes based on the distance between the nodes in the graph. This is true for both graph convolution networks and diffusion convolution networks. However, quantum walk neural networks are similar to graph attention networks in that the amount of information
passed between two nodes also depends on the features of the nodes. In graph attention networks this is achieved by calculating an attention coefficient for each of a node’s neighbors. In quantum walk neural networks, the coin operator alters the spin states of the quantum walk to prioritize specific neighbors.

A QWNN, as shown in Figure 2, learns a quantum walk on a graph by means of backpropagating gradient updates to the coin operators used in the walk. The learned walk is then used to diffuse a signal over the graph.

In [11], the quantum walk neural network evolves a walk using a single coin matrix, \( C \), to modify the spin state of the walker \( \Phi \) according to \( \Phi^{(t+1)} = \Phi^{(t)} C^{(t)} \) and then swaps states along the edges of the graph. Features are then diffused across the graph by converting the states of the walker into a probability matrix, \( P \), and using it to diffuse the feature matrix: \( Y = PX \). The coin matrix is learned through backpropagating the gradient of a loss function. In this paper we replace the coin matrix by a node and time dependent function we call a bank. The bank forms the first of the three primary parts of a QWNN. It is followed by the walk and the diffusion. The bank produces the coin matrices used to direct the quantum walk, the walk layers determine the evolution of the quantum walk at each step, and the diffusion layer uses these states to spread information throughout the graph.

4.1 Bank
The Coin operators modify the spin state of the walk and are thus the primary levers by which a quantum walk is controlled. The coin operator can vary spatially across nodes in the graph, temporally along steps of the walk, or remain constant in either or both dimensions. In the QWNN, the bank produces these coins for the quantum walk layers.

When the learning environment is restricted to a single static graph, the bank stores the coin operators as individual coin matrices distributed across each node in the graph. However, for dynamic or multi-graph situations, the bank operates by learning a function that produces coin operators from node features \( f : X \rightarrow C^{d \times d} \) where \( d \) is the maximum degree of the graph. In general, \( f \) is any arbitrary function that produces a matrix followed by a unitary projection to produce a coin \( C \). This projection step is expensive as it requires a singular value decomposition of a \( d \times d \) matrix.

In recurrent neural networks (RNN), unitary matrices are employed to deal with exploding or vanishing gradients because backpropagating through a unitary matrix does not change the norm of the gradient. To avoid expensive unitary projections, several recursive neural network architectures use functions \( f \) whose ranges are subsets of unitary matrices. A common practice is to use combinations of low dimensional rotation matrices [45, 46]. This was the model used for the coin operators in previous QWNNs [11].

In our work, we focus on elementary unitary matrices. These matrices are of the form \( U = I - 2ww^T/(w^Tw) \) where \( I \) denotes the identity matrix and \( w \) is any vector. These matrices can be computed efficiently in the forward pass of the neural network and their gradients can similarly be computed efficiently during backpropagation. While this work focuses on using a single elementary matrix for each coin
operator, any unitary matrix can be composed as the product of elementary unitary matrices. The QWNN bank produces the coin matrix for node \( v_i \) according the following:

\[
C_i = I - 2f(v_i)f(v_i)^T/(f(v_i)^Tf(v_i)).
\]

We propose two different functions \( f(v_i) \).

The first function:

\[
f_1(v_i) = W^T vec(X_{N(v_i)}) + b,
\]

where \( vec(X_{N(v_i)}) \) denotes the column vector of concatenated features of the neighbors of \( v_i \), is a standard linear function parameterized by a weight matrix \( W \in \mathbb{R}^{(F_d) \times d} \), with \( F \) the number of features, and a bias vector \( b \in \mathbb{R}^d \). This method has individual weights for each node but is not equivariant to the ordering of the nodes in the graph. This means that permuting the neighbors of \( v_i \) changes the result of the function. We mitigate this effect by using a heuristic node ordering based on node centrality that we outline in Section 4.4.

The second function:

\[
f_2(v_i) = X_{N(i)} W X_i^T,
\]

with \( W \in \mathbb{R}^{F \times F} \), computes a similarity measure between the node \( v_i \) and each of its neighbors. This method is equivariant with respect to the node ordering of the graph (i.e. permuting the neighborhood of \( v_i \) equally permutes the values of \( f_k(v_i) \)). This in turn allows the entire neural network to be invariant to node ordering.

4.2 Walk

For a graph with \( N \) vertices, the QWNN processes \( N \) separate, non-interacting walks in parallel – one walk originating from each node in the graph. The walks share the same bank functions. A \( T \)-step walk produces a sequence of superpositions \( \{\Phi^{(0)}, \Phi^{(1)}, ..., \Phi^{(T)}\} \). For a graph with degree \( d \), the initial superposition tensor \( \Phi^{(0)} \in \mathbb{C}^{N \times N \times d} \) is initialized with equal spin along all incident edges to the node it begins at such that \( (\Phi^{(0)})_{ii} = 1 \) and \( \forall i \neq j : \Phi^{(0)}_{ijk} = 0 \). The value of \( \Phi^{(t)}_{ijk} \) denotes the amplitude of the \( i \)-th walker at node \( v_j \) with spin \( k \) after \( t \) steps of the walk.

A complete walk can be broken down into individual step layers. Each quantum step layer takes as input the current superposition tensor \( \Phi^{(t)} \), the set of coins operators \( C^{(t)} \) produced by the bank, as well as a shift tensor \( S \in \mathbb{Z}^{N \times d \times N \times d} \) that encodes the graph structure: \( S_{u,ijkl} = 1 \) iff \( u \) is the the \( i \)-th neighbor of \( v \) and \( v \) is the \( j \)-th neighbor of \( u \). The superposition evolves according to:

\[
\Phi^{(t+1)} = \Phi^{(t)} C^{(t)} \cdot S
\]
where $A \cdot B$ denotes the tensor double inner product of $A$ and $B$. Equivalently, for an edge $(u, v)$, with $u$ being the $i^{th}$ neighbor of $v$ and $v$ being the $j^{th}$ neighbor of $u$:

$$
\Phi^{(t+1)}_{w_{uj}} = \left( \Phi^{(t)}_v C^{(t)}_v \right)_{wi}
$$

$$
\Phi^{(t+1)}_{w_{vi}} = \left( \Phi^{(t)}_u C^{(t)}_u \right)_{wj}
$$

The output $\Phi^{(t+1)}$ is fed into the next quantum step layer (if there is one) and the diffusion layer.

### 4.3 Diffusion

The superpositions at each step of the walk are used to diffuse the signal $X$ across the graph. Given a superposition $\Phi$, the diffusion matrix is constructed by summing the squares of the spin states: $P = \sum_k \Phi_k \otimes \Phi_k$. The value $P_{ij}$ gives the probability of the walker beginning at $v_i$ and ending at $v_j$ similar to a classical random walk matrix. Diffused features can then be computed as a function of $P$ and $X$ by $Y = h(PX + b)$ where $h$ is an optional nonlinearity (e.g. ReLU). The complete calculation for a forward pass for the QWNN is given in Algorithm 1.

#### Algorithm 1: QWNN Forward Pass

```python
given : Initial Superpositions $\Phi^{(0)}$, Shift $S$
input : Features $X$
output : Diffused Features $Y$

1. for $t = 1$ to $T$
do $2.$ for All nodes $v_i$ do $3.$ $\psi^{(t)} = W^T \psi^{(t)}(X_{N(v_i)}) + b$ or $\psi^{(t)} = X_{N(v_i)}WX^T$
4. $C^{(t)}_i = I - 2\psi^{(t)}(\psi^{(t)T}/(|\psi^{(t)}|^2 \psi^{(t)}))$
5. $\Phi^{(t)}_i \leftarrow \Phi^{(t-1)}_i \cdot C^{(t)}_i$
6. $\Phi^{(t)}_{w_{uj}} \leftarrow h(\Phi^{(t)}_{w_{uj}}, \Phi^{(t)}_{w_{vi}}, \Phi^{(t)}_{w_{vj}})$
7. $P^{(t)} \leftarrow \sum k \Phi^{(t)}_k \otimes \Phi^{(t)}_k$
8. $Y^{(t)} \leftarrow h(P^{(t)}X + b^{(t)})$
return : $\{Y^{(0)}, Y^{(1)}, ..., Y^{(T)}\}$
```

### 4.4 Node and Neighborhood Ordering

Node ordering and by extension neighborhood ordering of each node can have an effect on a quantum walk if the coin is not equivariant to the ordering. Given a non-equivariant set of coins, if the order of nodes in the graph is permuted, the result of the walk may change.

This is the case for the first of the two bank functions. We address this issue using a centrality score. The betweenness centrality [47] of node $v_i$ is calculated as:

$$
g(v_i) = \sum_{j \neq i \neq k} \frac{\sigma_{jk}(v_i)}{\sigma_{jk}}
$$

where $\sigma_{jk}$ is the number of shortest paths from $v_j$ to $v_k$ and $\sigma_{jk}(v_i)$ is the number of shortest paths from $v_j$ to $v_k$ that pass through $v_i$. A larger betweenness centrality score implies a node is more central within the graph. Conversely, a leaf node

connected to the rest of the graph by a single edge has a score of 0. Nodes in
the graph are then ranked by their betweenness centrality and each neighborhood
follows this ranking so that when ordering a node’s neighbors, the most central nodes
in the graph come first. In this setting, a walker moving along a higher ranked edge
is moving towards a more central part of the graph compared to a walker moving
along a lower ranked edge.

5 Experiments
We demonstrate the effectiveness of QWNNs across three different types of tasks:
node level regression, graph classification and graph regression. Our experiments
focus on comparisons with three other graph neural network architectures: diffusion
convolution neural networks (DCNN) [2], graph convolution networks (GCN) [5],
and graph attention networks (GAT) [7].

For graph level experiments, we employ a set2vec layer [48] as an intermediary
between the graph layers and standard neural network feed forward layers. Set2vec
has proved effective in other graph neural networks [49] as it is a permutation
invariant function that converts a set of node features into a fixed length vector.

5.1 Node Regression
In the node regression task, daily temperatures are recorded across 409 locations
in the United States during the year 2009[50]. The goal of the task is to use a day’s
temperature reading to predict the next day’s temperatures. A nearest neighbors
graph (Figure 3a) is constructed using longitudes and latitudes of the recording
locations by connecting each station to its closest neighbors. Adding edges to each
station’s eight closest neighbors produces a connected graph. The QWNN is formed
from a series of quantum step layers (indicated by walk length) followed by a dif-
fusion layer. Since the neural network in this experiment only uses quantum walk
layers, we relax the unitary constraint on the coin operators. While this can no
longer be considered a quantum walk in the strictest sense, the relaxation is nec-
essary to allow the temperature vector to grow or shrink to match increases or
decreases in temperatures from day to day. For this experiment, we also compare
the results with multiple DCNN walk lengths. For GCN and GAT an effective walk
length is constructed by stacking layers. Data is divided into thirds for training,
validation, and testing. Learning is limited to 32 epochs.

Table 1 gives the test results for the trained networks. The root-mean-square error
(RMSE) and standard deviation (STD) are reported from five trials. We observe
that quantum walk techniques yield lower errors compared to other graph neural
network techniques. The two networks which control the amount of information
flow between nodes, QWNN and GAT, appear to be able to take advantage of more
distant relationships in the graph for learning while DCNN and GCN perform best
with more restrictive neighborhood sizes.

We use this experiment to provide a visualization for the learned quantum walk.
Figure 3b and 3c shows the evolution of a classical random walk and the learned
quantum random walk originating from the highlighted node respectively. At each
step, warmer color nodes correspond to nodes with higher superposition amplitudes.
Initially, the quantum walk appears to diffuse outward in a symmetrical manner.
Figure 3 Comparison of a classical walk and a learned quantum walk. The classical and quantum random walks evolve from left to right over 4 steps. Both walks originate at the highlighted node. At each step, the brighter colored nodes correspond to a higher probability of the random walker at that node. A classical walk, as used in GCN and DCNN, diffuses uniformly to neighboring nodes. The learned quantum walk can direct the diffusion process to control the direction information travels. The third and fourth steps of the quantum walk show the information primarily directed southeast.

similar to a classical random walk, but in the third and fourth steps of the walk, the learned quantum walk focuses information flow towards the southeast direction. The ability to direct the walk in this way proves beneficial in the prediction task.

5.2 Graph Classification
The second type of graph problem we focus on is graph classification. We apply the graph neural networks to several common graph classification datasets: Enzymes [51], Mutag [52], and NCI1 [53]. Enzymes is a set of 600 molecules extracted from the Brenda database [54]. In the dataset, each graph represents a protein and each node represents a secondary structure element (SSE) within the protein structure, e.g., helices, sheets and turns. Nodes are connected if certain conditions are satisfied, with each node bearing a type label, and its physical and chemical information. The task is to classify each enzyme into one of six classes. Mutag is a dataset
of 188 mutagenic aromatic and heteroaromatic nitro compounds that are classified into one of two categories based on whether they exhibit a mutagenic effect. NCI1 consists of 4110 graphs representing two balanced subsets of chemical compounds screened for activity against non-small cell lung cancer. For both the Mutag and NCI1 datasets, each graph represents a molecule, with nodes representing atoms and edges representing bonds between atoms. Each node has an associated label that corresponds to its atomic number. Summary statistics for each dataset are given in Table 2. The experiments are run using 10-fold cross validation.

For the Enzyme and NCI1 experiment, the quantum walk neural networks are composed of a length 6 walk, followed by a set2vec layer, a hidden layer of size 64, and a final softmax layer. In Mutag, the walk length is reduced to 4 and the hidden layer to 16. The reduced size helps alleviate some of the overfitting from such a small training set. We report the best results using the centrality based node ordering version of the network that uses the linear bank function: QWNN (cen) as well as the invariant QWNN using the equivariant bank function: QWNN (inv). We also report results from the three other graph networks. GCN, DCNN, and GAT are all used as an initial layer to a similar neural network followed by a set2vec layer, a hidden layer of size 64 (16 for Mutag) and a softmax output layer. DCNN uses a walk length of 2, while GCN and GAT use feature sizes of 32. Additionally we compare with two graph kernel methods, Weisfeiler-Lehman (WL) kernels [55] and shortest path (SP) kernels [56], using the results given in [55].

Classification accuracies are reported in Table 2. The best neural network accuracies and the best overall accuracies are bolded. Quantum Walks are competitive with the other neural network approaches. QWNN demonstrates the best average accuracy on Mutag and Enzyme but the other neural network approaches are within the margin of error. On the NCI1 experiment, QWNN shows a measurable improvement over the other neural networks. The WL kernels outperform all the neural network approaches on both Enzymes and NCI1.

5.3 Graph Regression

Our graph regression task uses the QM7 dataset [57, 58], a collection of 7165 molecules each containing up to 23 atoms. The geometries of these molecules are stored in Coulomb matrix format defined as

\[
C_{ij} = \begin{cases} 
0.5Z_i^2 & i = j \\
\frac{Z_i Z_j}{|R_i - R_j|} & i \neq j 
\end{cases}
\]

where \(Z_i, R_i\) are the charge of and position of the \(i\)-th atom in the molecule respectively. The goal of the task is to predict the atomization energy of each molecule. Atomization energies of the molecules range from -440 to -2200 kcal/mol.

<table>
<thead>
<tr>
<th>Walk Length</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCN</td>
<td>8.56 ± 0.02</td>
<td>8.14 ± 0.41</td>
<td>7.82 ± 0.13</td>
<td>8.55 ± 0.52</td>
<td>8.88 ± 0.73</td>
</tr>
<tr>
<td>DCNN</td>
<td>8.07 ± 0.21</td>
<td>7.40 ± 0.13</td>
<td>7.46 ± 0.06</td>
<td>7.44 ± 0.10</td>
<td>10.19 ± 0.18</td>
</tr>
<tr>
<td>GAT</td>
<td>7.84 ± 0.16</td>
<td>8.43 ± 0.42</td>
<td>8.47 ± 1.02</td>
<td>8.23 ± 0.69</td>
<td>7.93 ± 0.15</td>
</tr>
<tr>
<td>QWNN</td>
<td>6.11 ± 0.14</td>
<td>5.54 ± 0.16</td>
<td>5.38 ± 0.07</td>
<td>5.28 ± 0.08</td>
<td>5.65 ± 0.02</td>
</tr>
</tbody>
</table>
Table 2 Graph Classification Datasets Summary and Results

<table>
<thead>
<tr>
<th></th>
<th>Enzymes</th>
<th>Mutag</th>
<th>NCI1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graphs</td>
<td>600</td>
<td>188</td>
<td>4110</td>
</tr>
<tr>
<td>Average Nodes</td>
<td>33</td>
<td>18</td>
<td>30</td>
</tr>
<tr>
<td>Max Nodes</td>
<td>126</td>
<td>28</td>
<td>111</td>
</tr>
<tr>
<td>Max Degree</td>
<td>9</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Node Classes</td>
<td>3</td>
<td>7</td>
<td>37</td>
</tr>
<tr>
<td>Graph Classes</td>
<td>6</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Classification Accuracy ± STD</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GCN</td>
<td>0.31 ± 0.06</td>
<td>0.87 ± 0.10</td>
<td>0.69 ± 0.02</td>
</tr>
<tr>
<td>DCNN</td>
<td>0.27 ± 0.08</td>
<td>0.89 ± 0.10</td>
<td>0.69 ± 0.01</td>
</tr>
<tr>
<td>GAT</td>
<td>0.32 ± 0.04</td>
<td>0.89 ± 0.06</td>
<td>0.66 ± 0.03</td>
</tr>
<tr>
<td>QWNN (cen)</td>
<td>0.26 ± 0.03</td>
<td>0.90 ± 0.09</td>
<td>0.76 ± 0.01</td>
</tr>
<tr>
<td>QWNN (inv)</td>
<td>0.33 ± 0.04</td>
<td>0.88 ± 0.04</td>
<td>0.73 ± 0.02</td>
</tr>
<tr>
<td>WL</td>
<td>0.59 ± 0.01</td>
<td>0.84 ± 0.01</td>
<td>0.85 ± 0.00</td>
</tr>
<tr>
<td>SP</td>
<td>0.41 ± 0.02</td>
<td>0.87 ± 0.01</td>
<td>0.73 ± 0.00</td>
</tr>
</tbody>
</table>

Table 3 Atomization Energy Prediction Results

<table>
<thead>
<tr>
<th></th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCN</td>
<td>11.65 ± 0.38</td>
<td>12.39 ± 0.29</td>
</tr>
<tr>
<td>DCNN</td>
<td>11.90 ± 0.59</td>
<td>8.53 ± 0.42</td>
</tr>
<tr>
<td>GAT</td>
<td>18.75 ± 0.51</td>
<td>14.52 ± 1.12</td>
</tr>
<tr>
<td>QWNN (cen)</td>
<td>9.70 ± 0.77</td>
<td>6.74 ± 0.24</td>
</tr>
<tr>
<td>QWNN (inv)</td>
<td>10.91 ± 0.56</td>
<td>8.28 ± 0.47</td>
</tr>
</tbody>
</table>

For this task, we form an approximation of the molecular graph from the Coulomb matrix by normalizing out the atomic charges and separating all atom-atom pairs into two sets based on their physical distances. One set contains the atom pairs with larger distances between them and the other the smaller distances. We create an adjacency matrix from all pairs of atoms in the smaller distance set. There is generally a significant gap between the distances of bonded and unbonded atoms in a molecule but this approach leaves 19 disconnected graphs. For these molecules, edges are added between the least distant pairs of atoms until the graph becomes connected. We use the element of each atom, encoded as a one-hot vector, as the input features for each node.

The two variants of QWNN are constructed using a 4-step walk, followed by the set2vec layer, a hidden layer of size 10, and a final output layer. For the other graph neural networks, a single graph layer is used followed by the same setup of a set2vec layer, a hidden layer of size 10, and the output layer. A DCNN of length 2 walk and GCN and GAT using 32 features were found to give the best results. Root-mean-square error (RMSE) and mean absolute prediction error (MAE) are reported for each network in Table 3. QWNNs demonstrate a marked improvement over other methods in this task.

6 Limitations

Storing the superposition of a single walker requires $O(Nd)$ space, with $N$ the number of nodes in the graph, and $d$ the max degree of the graph. To calculate a complete diffusion matrix requires that a separate walker begin at every node, increasing the space requirement to $O(N^2d)$ which starts to become intractable for very large graphs, especially when doing learning on a graphics processing unit (GPU). Some of this cost can be alleviated using sparse tensors. At time $t=0$ the superpositions are localized to single nodes so only $O(Nd)$ space used by nonzero amplitudes. At time $t=1$ the first step increases this to $O(Nd^2)$ as each neighboring
node becomes nonzero. Given a function \( s(G, t) \) which determines the number of nodes in a graph reachable after a \( t \)-length random walk, the space complexity for a \( t \)-length walk is \( O(Nds(G, t)) \).

The majority of graph neural networks are invariant to the ordering of the nodes in the graph. This is true for GCN, DCNN, and GAT. We provide one formulation for a QWNN that is also invariant, however the second formulation is not. Although we have greatly reduced the effect, node ordering can still affect the walk produced in QWNN and thus the overall output of the network. This can occur when two otherwise distinguishable nodes have the same betweenness centrality.

7 Concluding Remarks

Quantum walk neural networks provide a unique neural network approach to graph classification and regression problems. Unlike prior graph neural networks, QWNNs fully integrate the graph structure and the graph signal into the learning process. This allows QWNN to learn task dependent walks on complex graphs. The benefit of using the distributions produced by these walks as diffusion operators is especially clear in regression problems where QWNN demonstrate considerable improvement over other graph neural network approaches. This improvement is demonstrated at both the node and the graph level.

An added benefit of QWNN is that the learned walks provide a human understandable glimpse of the neural network determination of where information originating from each node is most beneficial in the graph. In the current work, each walker on the graph operates independently. A future research direction is to investigate learning multi-walker quantum walks on graphs. Reducing the number of independent walkers and allowing interactions can reduce the space complexity of the quantum walk layers.
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