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As increasingly sensitive decision making problems become automated using models trained by machine learning algorithms, it is important for machine learning researchers to design training algorithms that provide assurance that the models they produce will be well behaved. While significant progress has been made toward designing safe machine learning algorithms, there are several obstacles that prevent these strategies from being useful in practice. In this defense, I will highlight two of these challenges, and provide methods and results demonstrating that they can be overcome.

First, for many applications, the user must be able to easily specify general and potentially complex definitions of unsafe behavior. While most existing safe machine learning algorithms make strong assumptions about how unsafe behavior is defined, I will describe a flexible interface that allows the user to specify their definitions in a straightforward way at training time, and that is general enough to enforce a wide range of commonly used definitions.
Second, users often require guarantees to hold even when a trained model is deployed into an environment that differs from the training environment. In these settings, the safety guarantees provided by existing methods are no longer valid when the environment changes, presenting significant risk. I will consider two instances of this problem. In the first instance, I will provide algorithms with safety guarantees that hold when the differences between the training and deployment environments are caused by a change in the probability of encountering certain classes of observations. These algorithms are particularly useful in social applications, where the distribution of protected attributes, such as race or sex, may change over time. Next, I will provide algorithms with safety guarantees that hold in more general settings, in which the differences between the training and deployment environments are more challenging to describe. In both settings, I will present experiments showing that the guarantees provided by these algorithms are valid in practice, even when these changes are made antagonistically.
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CHAPTER 1
INTRODUCTION

As increasingly sensitive real-world decision making problems become automated using predictive models trained by machine learning algorithms, the need for techniques that assess the safety of these models is similarly growing. Consider, for example, self-driving cars, machines that guide medical policy and practice, and general purpose robotic workers, all of which have the potential to revolutionize our lives for the better. [36, 51, 28]. However, the positive impacts of these applications come with an increased need for safety measures. For example, in the applications mentioned above, failure of a machine learning model might cause physical injury or significant damages. In other applications, such as predicting or assessing criminal activity [2, 8], using facial recognition software for travel authorization [22], or automating job recruiting strategies [11], deploying poorly-behaved models carries significant risk of causing social injustice. Because of the variety of ways in which adverse effects can manifest, it is important to consider the behavior of the models trained by machine learning algorithms based on definitions that encompass physical safety, fairness, and more.

Unfortunately, the task of designing algorithms that consistently produce well-behaved or safe models is nontrivial due to several challenges that must be considered. First, as the previous examples illustrate, the manner in which unsafe behavior is defined tends to be application specific, introducing a tradeoff between how flexible a given algorithm can be with regard to supporting various safety definitions, and how difficult it is to design algorithms that enforce them. In addition, many real-world safety applications require high confidence that a model will be safe, meaning that these algorithms must provide some form of guarantee on safe behavior for them to be useful.
Finally, the rapid adoption of machine learning techniques across many industries and disciplines means that it is often unrealistic to assume that a practitioner seeking to automate a particular task will have significant expertise in machine learning. Consequently, safe machine learning algorithms that require significant amounts of data analysis in order to properly tune parameters, specify inputs, or define constraints, are of limited use to many practitioners.

Recent work has produced many safe machine learning algorithms that address these challenges to varying degrees. For example, algorithms based on chance constraints are able to offer some assurance that learned models will behave safely, but often require extensive knowledge of the task to use effectively [4]. On the other hand, algorithms based on soft constrained programming can produce models that are empirically safe, but they do not offer guarantees of safe behavior and may require detailed data analysis in order to properly set certain parameters [4]. These approaches and others will be described in more detail in Section 1.2.2. In this dissertation, we propose algorithms designed according to the Seldonian framework for machine learning [54], which provides a formulation for reasoning about these considerations, as well as principles for designing machine learning algorithms that provide high-confidence safety guarantees.

Despite recent progress, existing safe machine learning algorithms remain limited by several practical challenges that have not yet been fully addressed. First, we claim that while some algorithms provide reasonable flexibility in defining safety, they do not yet provide the flexibility needed for users to easily enforce the types of safety constraints that arise in many problem settings. Secondly, we claim that existing safe algorithms tend to ignore the possibility that the environment used to train a model might differ from the environment it is eventually deployed in. We will discuss this problem in detail in Chapter 3 and Chapter 4, but in summary, differences between the training and deployment environments cause many safety guarantees provided by safe algorithms to be unreliable. As a result of these challenges, we propose that while existing safe machine learning algorithms provide significant progress towards the goal of providing practical
tools for preventing undesirable behavior, further developments are necessary for these tools to be useful in many settings.

In this dissertation, we present strategies for overcoming these practical challenges. First, we provide background on how safety constraints can be modeled in the machine learning setting, and discuss the Seldonian machine learning framework and related principles that guide the development of safe machine learning algorithms. Given this background, we identify two central problems that must be overcome in order to enforce general, user-defined safety constraints in practical settings. The first challenge is that the algorithm designer must provide an interface that allows safety to be defined in a general way. To address this, we identify a general class of safety specifications and provide algorithms for parsing and enforcing them. The second challenge is that in many practical applications, it is important to ensure that a model will behave safely once it is deployed, even when the data that is encountered in the future is drawn from a different distribution than was encountered during training. We refer to this setting by stating that distribution shift has occurred between training and deploying the model. In particular, this uncertainty in the distribution of data after deployment means that safety guarantees provided by Seldonian algorithms and others may not apply once the model is deployed. To address this, we present two solutions, based on distinct assumptions about what is known about the distribution shift when the model is trained. First, we address the case in which little is known about how the distribution will change besides the fact that the size of the change will be bounded with respect to some distance measure. In particular, we will provide algorithms that satisfy high-probability safety guarantees provided that the Kullback-Liebler divergence (KLD) between the training and deployed data distributions are bounded. These bounds are extremely general, and can therefore be applied in many practical applications. Nonetheless, in other applications, the user might know that the training and deployment distributions differ in particular, well-understood ways. For example, if a classifier is trained on data for students, it may be known that the future distribution may be the same as in training, except that the relative proportion of male and female students might differ. In such cases,
the fact that the differences between the training and deployed data distributions can be explained by changes in a single variable—in this case, sex—can be exploited to enforce safety guarantees based on information about how the distribution of that variable will change after deployment. We present safe machine learning algorithms based on this approach in Chapter 3, and demonstrate that the safety guarantees they provide hold with high probability.

1.1 Background: Seldonian Machine Learning

In light of the potentially adverse consequences to deploying machine learning-trained models, it is reasonable to consider how to define safety formally. This entails specifying the object that we should consider the safety of, how safety should be quantified for that object, and what assurances of safety are needed. For example, given a machine learning algorithm that outputs some trained model, one might require the model to not discriminate based on a sensitive feature such as race, and might require assurance that the model behaves safely on some held-out validation set. However, this formulation fails when the safety constraints are impossible to satisfy, and provides no guarantees on how safe the trained model will be when applied to new, unseen data. The Seldonian machine learning framework [54] provides a formulation for reasoning about these choices in a consistent manner.

Importantly, the Seldonian machine learning framework formulates safety as a property of the machine learning algorithm itself, rather than a property of any particular trained model. It assumes that safety can be quantified using a scalar function, called a constraint objective, such that positive values indicate unsafe behavior. Furthermore, according to this framework, a safe algorithm should allow its user to specify what constitutes unsafe behavior; this definition should not be hard-coded into the algorithm. This requirement is largely at odds with existing approaches to creating algorithms with safety guarantees, which typically have a definition of safety ingrained in the algorithm’s design, with some exceptions [1]. To be considered safe under this framework,
a learning algorithm must satisfy a set of behavioral constraints, which limit the frequency with which the algorithm returns models that produce unsafe behavior.

To make these concepts formal, let \( \theta \) be some predictive model. For example, in classification, \( \theta \) might map feature vectors \( X \) to labels \( Y \), or it might map states \( S \) to actions \( A \) in the reinforcement learning setting. Regardless of the problem setting, we generally evaluate \( \theta \) according to some loss function, \( \ell \). Conventional machine learning algorithms are typically designed to return a model that (approximately) minimizes \( \ell \). Specifically, an algorithm, \( a \), uses input data, \( D \), to output a model, \( a(D) \), that satisfies,

\[
\ell(a(D)) \approx \min_{\theta \in \Theta} \ell(\theta).
\]

To reason about safety within this general setting, the Seldonian machine learning framework assumes one or more functions \( g \) are provided by the user, which are used to assess whether or not a model behaves safely according to the user’s application-specific requirements. In this dissertation, we assume a single definition for notational convenience, but our results generalize readily to the case where multiple definitions have been provided. Concretely, the Seldonian machine learning framework assumes that \( g \) measures the prevalence of unsafe outcomes when using a given model. Specifically, the framework assumes that \( g(\theta) = 0 \) represents a threshold for safe behavior, so that \( \theta \) is considered safe enough to deploy as long as \( g(\theta) \leq 0 \).

Given \( g \), one might seek to design an algorithm that is guaranteed to return safe models. While it may be possible to design algorithms that achieve this goal for specific applications and specific definitions of safety, it is most helpful to have algorithms that do not assume that \( g \) is known until the algorithm is run. Unfortunately, it is generally impossible to ensure safety with absolute certainty without making strong assumptions about how \( g \) will be defined. Furthermore, \( g \) often depends on quantities such as expected values that, in practice, can only be estimated. Consequently, it is usually impractical to determine with absolute certainty whether or not \( g(\theta) \leq 0 \) for any \( \theta \).
Figure 1.1. An illustration of a prototype for designing algorithms that satisfy the requirements of the Seldonian machine learning framework. Given a definition of unsafe behavior, $g$, and a tolerance for how often the algorithm can return a solution that is unsafe, $\delta$, these algorithms satisfy the behavioral constraints in (1.1) by applying a safety test that determines whether a candidate solution, $\theta_c$, is safe with high confidence. If the safety test is passed, the model is returned, whereas if the test is failed, the algorithm returns NO_SOLUTION_FOUND as a safe default. The safety test itself is based on computing a high-confidence upper bound on the value of $g(\theta_c)$, and to ensure it is statistically independent from the process used to train the candidate, separate partitions of the input data, $D$, are used for each component of the algorithm.

Therefore, the Seldonian framework proposes that safety constraints should be probabilistic, with the user being able to specify an upper bound on the probability that the algorithm produces a model that is unsafe. Concretely, the Seldonian framework defines safe algorithms to be those that satisfy a behavioral constraint for each definition $g$, defined by,

$$\Pr (g(a(D)) \leq 0) \geq 1-\delta,$$

(1.1)

where $g$ and $\delta$ are provided by the user when the algorithm, $a$, is executed. In particular, we highlight that the random quantity used to define the probability in (1.1) is the input data $D$, which will generally be defined as a set of i.i.d. observations from some distribution that is relevant to the user’s application.

Importantly, the Seldonian framework defines a set of requirements for algorithms to be considered safe, but does not specify how they should be constructed, or how $g$ should be defined. However, recent works thus far have identified one successful strategy [54, 44], which is illustrated in Figure 1.1. At a high level, a set of data is held out during training and used to perform
Algorithm 1 SeldonianPrototype($D, g, \delta$)

1: $D_c, D_s \leftarrow \text{Partition}(D)$  
   {Select a candidate}
2: $\theta_c \leftarrow \text{TrainCandidate}(D_c, g, \delta)$  
   {Perform the safety test using $\theta_c$}
3: $u \leftarrow \text{HighConfidenceUpperBound}(g, D_s, \delta)$
4: if $u \leq 0$ then
5:     return $\theta_c$
6: else
7:     return \text{NO\_SOLUTION\_FOUND}
8: end if

To simplify the steps involved with upper bounding $g(\theta_c)$, initial Seldonian algorithms made the simplifying assumption that $g$ was defined as an expected value that can be estimated without bias using the held out data. We explain this assumption and illustrate it’s limitations in Chapter 2, where we propose a new formulation that is much more flexible.

Algorithm 1 provides pseudocode for a prototypical Seldonian algorithm. In that algorithm, \text{Partition} splits the input data, $D$, into a set to be used for training, $D_c$, and a set to be used for performing the safety test, $D_s$. Then, a candidate model, $\theta_c$, is trained using \text{TrainCandidate}. While the details of this step can have a significant impact on both the quality of the solution returned and the likelihood of the algorithm returning \text{NO\_SOLUTION\_FOUND}, they do not affect
Algorithm 2 SeldonianRegression($D := \{(X_i, Y_i)\}_{i=1}^n, g, \delta$)

1: Assume: $g(\theta) := \mathbb{E}[h(X, \theta)] - \tau$, where $h(x, \theta) \in [0, 1]$

   \{Partition D\}
2: $D_c \leftarrow \{(X_i, Y_i)\}_{i=1}^{n/2}$
3: $D_s \leftarrow \{(X_i, Y_i)\}_{i=n/2+1}^n$

   \{Select a candidate that minimizes MSE\}
4: $\theta_c \leftarrow \arg \min_{\theta \in \Theta} \frac{1}{|D_c|} \sum_{(X,Y) \in D_c} (\theta(X) - Y)^2$

   \{Perform the safety test using $\theta_c$ using Hoeffding’s inequality\}
5: $u \leftarrow \frac{1}{|D_s|} \sum_{(X,Y) \in D_s} h(X, \theta_c) + \sqrt{\frac{\log(1/\delta)}{2|D_s|}} - \tau$
6: if $u \leq 0$ then
7: return $\theta_c$
8: else
9: return NO\_SOLUTION\_FOUND
10: end if

whether or not the algorithm satisfies the conditions to be a Seldonian algorithm, and are therefore not elaborated on in this dissertation [54]. Finally, a safety test is performed on $\theta_c$, which involves computing a $(1-\delta)$-probability upper bound on $g(\theta_c)$ using HighConfidenceUpperBound, and using the result to determine whether the algorithm should return $\theta_c$ or NO\_SOLUTION\_FOUND.

To make this process concrete, consider a regression task in which the goal is to train a linear model, $\theta$, that accurately predicts a real-valued response, $Y \in \mathcal{R}$, associated with a set of real valued features, $X \in \mathcal{R}^d$, given a set of $n$ identically and independently distributed (i.i.d.) labeled observations, $D := \{(X_i, Y_i)\}_{i=1}^n$. Next, assume the user would like to ensure that, with confidence at least $1-\delta$, the model will not cause some negative event to occur for more than $100\tau\%$ of the observations. For example, to be risk-sensitive, they may want to ensure that the model will not over- or under-estimate the true response by more than some amount. As a result, we assume the user defines $g(\theta) = \mathbb{E}[h(X, \theta)] - \tau$, where $h(X, \theta)$ returns one if the model causes the negative event to occur for input $X$, and zero if not. To design a Seldonian algorithm for this setting using the prototype described in Algorithm 1, we might first decide to partition the training data evenly into $D_c$ and $D_s$. Next, if $\Theta$ denotes the set of all linear models, we might define TrainCandidate to minimize the mean squared error (MSE) of the model’s predictions on $D_c$:  
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\[ \theta_c = \arg \min_{\theta \in \Theta} \frac{1}{|D_c|} \sum_{(X,Y) \in D_c} (\theta(X) - Y)^2. \]

Finally, to construct a safety test, we might leverage the fact that \( h(X, \theta) \in \{0, 1\} \) and use \( D_s \) to compute a high-confidence upper bound on \( g(\theta_c) \) based on Hoeffding’s inequality [32], which satisfies,

\[ \Pr \left( g(\theta_c) \leq U_{\text{Hoeff}}(\theta_c, D_s) \right) \geq 1 - \delta, \]

where

\[ U_{\text{Hoeff}}(\theta_c, D_s) := \frac{1}{|D_s|} \sum_{(X,Y) \in D_s} h(X, \theta_c) + \sqrt{\frac{\log(1/\delta)}{2|D_s|}} - \tau. \]

Combining these steps, Algorithm 2 defines a Seldonian regression algorithm for minimizing MSE that provides high-confidence guarantees based on the safety definitions described above.

### 1.1.1 Advantages and Disadvantages of Seldonian Machine Learning

Algorithms designed according to the Seldonian framework offer users several advantages for ensuring safety compared to prior approaches. In particular, they provide the user with high-confidence safety guarantees without requiring that they perform significant data analysis. For example, algorithms based on hard constraints require the user to encode their definition of undesirable behavior as a constraint on the set of model parameters. If, for example, the user would like to train a neural network that depends on many weights, then they must perform extensive data analysis to determine which weights produce models that are safe. Similarly, approaches based on soft constraints require the user to set a tradeoff parameter that balances safety and model performance, which might require significant effort to set properly. In contrast, Seldonian algorithms provide high-confidence safety guarantees given the user’s safety definition directly. In addition, these algorithms allow the user to control the maximum probability with which the algorithm produces an unsafe output, and are therefore useful for a wide range of problem settings, ranging from those where safety considerations are relaxed, to those where ensuring safety is crit-
ical. Finally, these algorithms provide high-confidence guarantees, which make them desirable for safety-critical applications compared to approaches that are safe empirically, but do not provide formal assurances.

On the other hand, Seldonian algorithms have some drawbacks. First, since the Seldonian machine learning framework places the burden of establishing high-confidence guarantees of safety on the algorithm designer, these algorithms can be challenging to design. In particular, the high-confidence safety guarantees specified by (1.1) can be difficult to establish in general settings. The prototypical Seldonian algorithm presented in Algorithm 1 achieves this by using a held-out portion of the training data to apply a safety test, but this strategy results in less data being used for training a candidate model. As a result, these algorithms have lower data efficiency than safety-agnostic alternatives. A related consideration when designing Seldonian algorithms is that, to ensure the validity of the high-confidence safety guarantees, it can be challenging to evaluate the safety of multiple models without access to significant amounts of data. In Algorithm 1, the safety test is applied to a single candidate model for this reason. However, since the safety test is only applied to a single model, the candidate selection step must be carefully designed so that the model that is selected is likely to pass the safety test [54]. In addition to these considerations, the designer of a Seldonian algorithm must provide a strategy to allow the user to specify their definition of undesirable behavior, $g$. For Seldonian algorithms that assume simple definitions of safety, this interface might be straightforward, but for Seldonian algorithms designed to enforce more complex definitions, the interface may require significant effort to implement. Finally, for Seldonian algorithms that offer users significant flexibility when specifying $g$, the algorithm must account for the possibility that the user’s definition is unsatisfiable. In Algorithm 1, this is resolved by allowing the algorithm to return NO_SOLUTION_FOUND. However, for some applications, it may not be acceptable for the algorithm to return NO_SOLUTION_FOUND. Therefore, in these applications, it may be advantageous to use algorithms specifically designed to enforce specific, application-specific safety definitions instead of using general-purpose Seldonian algorithms.
Despite the considerations listed above, we use the Seldonian framework, and in particular algorithms designed according to Algorithm 1, as the foundation of our contributions for several reasons. First, since we seek to present safe machine learning algorithms for use in practical applications, we find that the advantages that Seldonian algorithms offer users outweigh the additional burden placed on the algorithm developer. Specifically, while these algorithms are in many ways more challenging to design than safety-agnostic machine learning algorithms or those designed to avoid specific definitions of undesirable behavior, we find that they are considerably more practical for safety-critical applications, especially for users that are not experts in machine learning. In addition, Seldonian algorithms designed according to Algorithm 1 can be easily extended, which make them a desirable starting point for the contributions we propose in this dissertation. For example, to design Seldonian algorithms that provide high-confidence safety guarantees for general definitions of undesirable behavior, one can simply modify the strategy for computing high-confidence upper bounds on $g(\theta)$ without modifying other steps of the algorithm. Consequently, by modifying specific components of the Seldonian prototype in Algorithm 1, we are able to propose Seldonian algorithms that offer various benefits such as robustness to distribution shift, without having to redesign other components of the algorithm.

1.2 Related Work

To provide context for our proposed contributions, we briefly discuss related work.

First, we discuss alternative formulations that have been proposed to ensure that machine learning algorithms produce models that are safe. In particular, we discuss various ways that safety has been defined in prior literature, ranging from formulations designed to ensure the physical safety of automated systems, as well as formulations based on avoiding undesirable behavior in more general settings such as social applications. Throughout this section, we will highlight the ways
in which these formulations differ from the framework used by Seldonian machine learning algorithms.

Next, we will describe potential strategies that might be used to design algorithms that achieve the safety guarantees provided by Seldonian algorithms. Here, we will focus our discussion on general algorithmic approaches instead of specific implementations. For example, we will describe approaches based on enforcing hard constraints, chance constraints, multi-objective optimization, and others, and discuss whether or not these designs are suitable for establishing the guarantees provided by Seldonian machine learning algorithms.

After describing existing work on safety in automated systems, we will then discuss existing work that relates to the contributions we propose in this dissertation. Specifically, we will consider existing work on enforcing general definitions of safety and fairness, and comment on how these approaches relate to or inspire the strategies we propose. In addition, we will discuss existing work on ensuring that machine learning models are robust to changes in distribution, both in the setting of general machine learning and in the setting of ensuring that safety guarantees remain valid after deployment.

1.2.1 Perspectives on Safety in Machine Learning

The goal of avoiding undesirable behavior on the part of automated decision makers has been considered for many years, even preceding the widespread adoption of machine learning as a tool to produce them. Historically, the notion of safety has been associated with the ability of an automated decision maker to avoid behaviors that cause damage or harm in a physical sense. These approaches might consider an automated controller that is interacting with some environment, in which the controller is considered safe if it can be shown to avoid dangerous environment states during its operation. For example, throughout early work on designing ship navigation systems, a major priority was to ensure that ship collisions did not occur during transit [34]. To achieve this goal, these systems were based on manually-designed heuristics [35] or expert systems [34]
that could be easily evaluated and verified by domain experts. As the complexity of these systems increased, techniques for verifying the safety of these controllers advanced, often leveraging *formal verification* to ensure that safety requirements were met [55]. While the widespread adoption of machine learning algorithms and the use of models with large numbers of parameters have presented many challenges when applying existing safety verification techniques to ensure safety, this early work on safety in automated systems laid the groundwork for several qualitative safety principles that remain relevant [46]. Mohseni et al., [45] outlines three general principles that guide how failure cases might be dealt with for automated systems, based on existing work on autonomous vehicle control [56]:

**Inherently Safe Design:** Autonomous systems should be designed to be guaranteed to be safe—that is, it is inherently impossible for the system to cause an unsafe outcome to occur.

**Safe Fail:** Autonomous systems should detect instances in which they are failing or likely to fail, and revert to a safe default behavior. For example, if a self-driving car is close to driving off a road, it should notify the driver and revert control of the vehicle to them.

**Safety Margins:** The performance of an autonomous system during training or development should be larger than the minimum required to carry out the task by some margin, so that if performance degrades after the system is deployed, minimum performance requirements are likely to still be met.

The Seldonian framework we leverage in this dissertation is general enough to support most of these principles. While inherently safe design is impractical to enforce in most applications of machine learning [45], the Seldonian framework allows the user to place arbitrarily strict requirements on the probability of safe behavior by setting the $\delta$ parameter in (1.1) to be close to 0. In addition, the property that existing Seldonian algorithms are allowed to return *NO_SOLUTION_FOUND* allows failure cases to be delegated to safe default procedures, satisfying the principle of safe
fail during training. Finally, existing Seldonian algorithms support safety definitions based on minimum performance requirements, allowing the user to precisely control the margin by which performance can degrade without causing the system to fail.

While these principles can be used to develop safe machine learning algorithms for particular applications, the rapid adoption of machine learning across many different application areas has expanded the range of potential safety requirements and introduced a larger emphasis on quantitative definitions of safety. Instead of considering automated decision makers interacting in some physical environment, models trained using machine learning are commonly deployed to solve classification problems, regression problems, unsupervised learning problems, and more. Consequently, the decision of whether or not it is safe to deploy a model trained using machine learning is often based on criteria besides the occurrence of dangerous states. For example, safety might be based on whether or not a model’s predictions are correct for some subset of observations, whether or not the model’s performance is expected to meet some minimum requirement once deployed.

An important class of applications that illustrate this are social applications, in which safety refers to whether or not a decision maker is fair. For example, consider the task of predicting whether or not to approve a person’s application for a loan. To ensure that a predictive model does not unfairly discriminate based on the identified gender of the applicant, the user might want to ensure that the accuracy of the model is similar on average for different genders. While this safety constraint is not as complex as others that might be defined, it presents an important change from safety requirements considered previously, which are based on a single expected value. Instead of a single unknown quantity that must be estimated, definitions such as these might contain many unknown terms, which are combined in general, nonlinear ways. This pattern is particularly evident in existing work on ensuring that models trained using machine learning are fair when making predictions for applications with risk of adverse societal impact. Verma and Rubin [57], for example, provide an overview of twenty definitions of undesirable behavior that have been proposed for fairness-related classification problems. Many of these definitions, such as group
fairness [20, 49, 65], conditional statistical parity [12], predictive parity [49, 9], predictive equality [9, 12], and several others [30, 62, 39, 37], are based on ensuring that various statistics such as model accuracy, false-positive rate, or probability of predicting a positive label, are similar for observations of different subgroups of the population. Consequently, these definitions, like the example cited above, require computing the absolute value of the difference between two conditional expected values. However, many fairness definitions are more complex. The principle of treatment equality, for example, states that the probability that the model makes a false positive prediction divided by the probability it makes a false negative prediction should be similar between subgroups of the population [3]. As a result, this definition depends nonlinearly on four conditional expected values. Similarly, the principle of disparate impact, particularly the 80% Rule assembled by the California Fair Employment Practice Commission in 1971 for enforcing fairness in hiring decisions made by employers, states that the probability of the model predicting a positive label for any subgroup should never be less than 80% as large as the probability of predicting a positive label for any other subgroup [27, 9, 63]. Finally, principles such as fairness through awareness require that, given some metric that measures a distance between two individuals and a second metric that measures differences in the model’s predictions for those individuals, similar individuals should result in similar distributions over labels given the model [20].

Motivated by such applications, we consider safety in the general sense defined in (1.1), which is flexible enough to capture all of the aforementioned safety requirements, and is able to be incorporated into larger systems in a way that supports the safety principles laid out by early work in safety.

Finally, the adoption of machine learning as a strategy for training models has exposed an important distinction when considering safety. As opposed to the process of manually designing a controller, the process of training a model is usually based on a set of training observations, which are typically considered to be random samples from some underlying distribution. As a result, the output of a machine learning algorithm is itself random, so that it becomes reasonable to
assess the safety of a training algorithm, instead of the safety of a particular model it outputs. For example, while traditionally a controller might be considered unsafe if it causes dangerous states to occur, an algorithm for training a controller might be considered unsafe if it has a high likelihood of producing a model that visits unsafe states, given random training data. The perspective of measuring the safety of an algorithm is more general than ensuring the safety of a particular model, since constraints can be defined on the algorithm that cannot be computed given a single output model. Importantly, we note that the constraints that characterize a Seldonian algorithm—that is, the behavioral constraints expressed in (1.1)—are constraints on the machine learning algorithm, and are therefore more general than many of the safety constraints that have been considered in prior work.

1.2.2 Potential Strategies for Achieving Safety

Having outlined existing work on defining safety in the context of machine learning, we now consider potential methods for enforcing these goals. At a high level, the task of designing an algorithm that meets safety requirements with high-confidence can be seen as a particular type of constrained optimization problem. Consequently, the variety of potential strategies reflects the breadth of existing work on constrained optimization.

First, we might consider approaches that are based on enforcing hard constraints. At a high level, if it is possible to specify the set of predictive models that satisfy the user’s safety requirements, then any algorithm that searches exclusively over this set of models will, with high-confidence, return a safe model. Depending on the choice of model, this search can be performed using various optimization algorithms, such as the simplex algorithm [13]. Unfortunately, since machine learning algorithms are generally trained on finite amounts of data, it is typically infeasible to construct a feasible set of models to search over without requiring significant domain knowledge on the part of the user. In addition, since the feasible sets are defined as constraints on the
parameter space of the model, it can be challenging for users to encode general safety constraints in this form.

A reasonable alternative to enforcing hard constraints is to introduce soft constraints on the objective function used to guide the search for a model. For example, if the user seeks an accurate classifier that is safe according to function $g$ that quantifies unsafe behavior, they might select a model by maximizing

$$\text{Accuracy}(\theta) - \lambda g(\theta),$$

where $\lambda \geq 0$ is a weight that determines the importance of the safety requirement. This approach has the advantage of being straightforward to implement and flexible enough to handle general definitions of safety, but has several drawbacks that make it ineffective when designing algorithms. First, the parameter $\lambda$ can have a dramatic effect on the safety of the model that is selected. In particular, $\lambda$ determines the tradeoff between the original objective and the function $g$, so that the choice of suitable value varies based on the application, and can be difficult to find in practice [54]. Furthermore, while algorithms based on soft constraints are capable of producing models that are empirically safe, they do not provide the high-confidence guarantees of safety required by many applications. In contrast, algorithms designed according to the Seldonian framework, including those proposed in this dissertation, do not require the user to specify a tradeoff parameter such as $\lambda$, and are able to ensure that with high confidence, the model produced by the algorithm will be safe.

A somewhat similar class of algorithms that might be used to design machine learning algorithms with high-confidence safety guarantees are based on multi-objective methods. These methods are designed to produce solutions that are in some sense optimal when there are multiple, potentially conflicting, objectives that should be optimized. This makes such methods appropriate for considering safety in machine learning where the user’s primary objective, such as achieving an accurate predictive model, is often at odds with the safety constraints imposed by the applica-
tion. Unfortunately, these methods are not able to provide high-confidence guarantees of safety. In particular, instead of producing a single model, these methods are usually based on computing the Pareto frontier of the various objectives, which is the set of candidate solutions with the property that any changes to the solution will cause one or more of the objectives to decrease. As a result, these methods find a set of solutions that represent reasonable tradeoffs between the objectives, but do not guide the user on which one to select. In addition, a solution that lies on the Pareto frontier is not guaranteed with high confidence to be safe. Therefore, to select a solution and establish high-confidence safety guarantees, the user must perform significant additional data analysis. In contrast, existing Seldonian algorithms and those proposed in this dissertation produce a single model (or NO_SOLUTION_FOUND) that is safe with high confidence.

While methods based on hard constraints are challenging to use without significant expert knowledge, and multi-objective methods and those based on soft constraints do directly provide a trained model that is safe with high-confidence, algorithms based on chance-constrained programming are more promising. Chance-constrained programs are a class of optimization problems in which an objective function is optimized subject to a set of constraints on the probability that a set of real-valued random variables are below zero. Formally, if \( \ell : \Theta \rightarrow \mathcal{R} \) is some loss function to be minimized, then a chance-constrained program is expressed by,

\[
\arg \min_{\theta \in \Theta} \ell(\theta) \\
\text{s.t. } \forall i \in \{1, ..., n\}, \quad \Pr(g_i(\theta, W_i) \leq 0) \geq 1 - \delta_i,
\]

where each \( g_i \) is a deterministic real-valued function, each \( W_i \) is a random variable, and each \( \delta_i \in (0, 1) \). While this formulation is close to that of (1.1), standard chance-constrained programs make several assumptions that distinguish them from the methods used in Seldonian algorithms. Most notably, standard chance-constrained programs assume that the distribution of each \( W_i \) is known, while Seldonian algorithms do not make this assumption. Due to this assumption, chance-constrained programs can require significant expert knowledge on the part of the user. For example,
if $W_i$ represents a vector of features describing a person, and $g_i$ assesses whether a model $\theta$ is fair on average, then the user of an algorithm based on chance-constrained programming must know the exact joint distribution of all user features, which is impractical in many settings. While standard chance-constrained programs are therefore not identical to the problem solved by Seldonian algorithms, there are several variants that are more similar. In particular, *scenario approximation methods* can be applied to solve chance-constrained programs when the distribution of each $W_i$ is unknown, but can be approximated using a finite set of independent samples. Existing Seldonian algorithms can be seen as a particular instance of this problem setting.

### 1.2.3 Machine Learning with General Safety Definitions

As described in Section 1.2.1, the growing adoption of machine learning algorithms in diverse applications has greatly expanded the range of safety considerations that must be considered. Whereas early approaches for ensuring safety focused on ensuring that automated decision makers did not interact with the environment in unsafe ways, later applications produced an increase in safety requirements based on the performance of predictive models, and eventually led to the need to enforce general, application-specific safety constraints. While these safety requirements are not necessarily mutually exclusive, this development has led to increased interest in producing algorithms capable of enforcing general safety constraints. In this section, we discuss work on enforcing such constraints, and describe how they relate to the methods proposed in this dissertation, and in particular those proposed in Chapter 2.

First, we consider safety definitions based on ensuring that a trained model does not enter into a dangerous or unsafe state when interacting with an environment. A straightforward way to quantify this notion is to define a binary function, $h$, that acts as an indicator function for whether or not $\theta$ produced an unsafe outcome for a given observation, and base the safety definition on the expected value of $h$. For example, in [54], we considered a problem in which the goal was to train an agent, $\theta$, for controlling an autonomous insulin pump for diabetic patients. While the goal of training the
agent was to optimally moderate the patient’s blood sugar levels, there was considerable risk of adverse health effects if the agent caused the patient to become hypoglycemic. Consequently, we applied a Seldonian machine learning algorithm to train the agent, with the safety constraint that the trained agent would not, with high-confidence, cause the patient to become hypoglycemic more frequently than some minimum tolerance, \( \tau \). To quantify this safety constraint, we let \( X \) denote a random variable representing a vector of features describing a patient, and defined \( h(\theta, X) \) to be equal to 1 if \( \theta \) caused the patient to become hypoglycemic, and 0 otherwise. Then, we defined \( g(\theta) = E[h(\theta, X)] - \tau \), so that \( g(\theta) \leq 0 \) as long as the probability of \( \theta \) causing hypoglycemia is no more than the tolerance, \( \tau \). The approach illustrated by this example is general, and can be used to express constraints based on avoiding dangerous outcomes in many safety-critical applications.

In contrast to detecting the occurrence of unsafe states, many machine learning applications require assurance that the trained model’s performance during training will be representative of what will be encountered once the model is deployed. Because these constraints are often designed to ensure that the trained model generalizes from the training data to the deployment environment, there is considerable overlap between these approaches and the techniques for ensuring model robustness, which we address in the next section. Nonetheless, safety constraints based on model performance have been extensively studied in prior work. For example, techniques such as augmenting the dataset with synthetic variations of existing samples, injecting noise, and applying multi-task learning, have been proposed as standard methods for ensuring that performance during training will be consistent with what can be expected after the model is deployed [25]. Other approaches seek to detect when the model is being evaluated on a sample that was not typical based on the training data, and alert the user. For example, methods have been proposed to directly estimate the model’s certainty in a prediction during classification [16, 31]. In addition, algorithms have been proposed that leverage an ensemble of predictors to ensure that deployment performance does not degrade due to overfitting during training [58]. While these approaches seek to ensure that the model’s observed performance can be trusted, other methods have proposed strategies to
directly quantify the extent to which performance might drop after deployment. Thomas et al. proposed a batch reinforcement learning algorithm that provides high-confidence guarantees that the performance of the trained agent will be at least equal to some user-defined baseline [53]. Consequently, their algorithm is able to produce new reinforcement learning policies that, with high confidence, will achieve improved performance compared to an existing policy. A growing body of work on establishing generalization bounds has been successful in quantifying the degree to which performance of a trained model might differ from its performance after deployment [7]. While these results do not typically include explicit algorithms that provide guarantees on performance, it is straightforward to incorporate them into algorithms that can provide such results. Finally, risk-sensitive methods have been proposed that mitigate potential losses in performance by optimizing quantities besides expected performance. For example, algorithms based on conditional value-at-risk (CVaR) seek to optimize the mean of a lower quantile of the performance distribution, and therefore capture the notion of optimizing the worst-case performance of the model.

To handle potentially complex definitions such as those for fairness applications, existing work has focused on avoiding undesirable behavior based on either particular definitions of safety, or specific classes of definitions. For example, Zafar et al., [63] propose a classifier that simultaneously satisfies the principles of disparate impact and disparate treatment. Agarwal et al. propose a classification algorithm that achieves fairness with respect to safety constraints that are defined as linear functions of expected values or conditional expected values [1], such as demographic parity [19, 6] or equalized odds [30]. While these contributions are effective in many settings, they are not Seldonian and therefore do not provide high-confidence guarantees of safety, and they are not general enough to support many complex definitions such as disparate impact or treatment equality.

### 1.2.4 Robust Safety Guarantees

A central objective of this dissertation is to design algorithms that provide high-confidence safety guarantees that continue to hold once the trained model is deployed, even if the deploy-
ment environment is different from the training environment. In particular, we consider the setting in which the probability distribution over observations might change after the model is trained. The problem of performing machine learning using data from one distribution with the goal of achieving high performance on observations drawn from a different distribution has been studied in existing work. There, it is often referred to as the problem of distribution shift or domain adaptation [47, 38], and categorized as a sub-problem in the area of transfer learning [60]. Nonetheless, the goals and contributions proposed in existing work are somewhat different from those presented in this dissertation, as described below.

Existing work on distribution shift is usually further categorized based on certain assumptions that describe specific details about how the training and deployment distributions differ. To illustrate, let $X \in \mathcal{X}$ be a random variable representing a vector of features, let $Y \in \mathcal{Y}$ be a random variable representing some response that the user would like to predict, and assume that $X$ and $Y$ are drawn from the training distribution. Now, let $X' \in \mathcal{X}$ and $Y' \in \mathcal{Y}$ represent the features and response variables when drawn from the deployment distribution. The most general form of distribution shift simply assumes that there exists some pair, $(x, y) \in \mathcal{X} \times \mathcal{Y}$, such that the joint probability of $(x, y)$ is different before and after deployment:

$$\exists (x, y) \in \mathcal{X} \times \mathcal{Y} \text{ s.t. } \Pr(X=x, Y=y) \neq \Pr(X'=x, Y'=y).$$

However, in many problem settings, it is reasonable for the user to assume that the distribution may change in particular, known ways after deployment. For example, in an image recognition system, the distribution of pixel data might shift if different hardware is used to capture a scene before and after the model is deployed, but the correct label associated with the image remains unchanged. This setting, which is variously called covariate shift or frequency feature bias [60, 42], is defined by the following pair of assumptions:
\[\exists x \in \mathcal{X} \quad \text{s.t.} \quad \Pr(X=x) \neq \Pr(X'=x), \quad \text{and} \]
\[\forall (x, y) \in \mathcal{X} \times \mathcal{Y}, \quad \Pr(Y=y|X=x) = \Pr(Y=y|X'=x).\]

Similarly, in some applications it is reasonable to assume that the probability of encountering any set of features will not change after deployment, but associated responses might differ. For example, when classifying text, the frequency of particular words might be the same before and after deployment, but the intended meaning of those words might change [60]. This type of shift is often called label shift or context feature bias [60, 42], and is formalized by the following assumptions:

\[\exists y \in \mathcal{Y} \quad \text{s.t.} \quad \Pr(Y=y) \neq \Pr(Y'=y), \quad \text{and} \]
\[\forall (x, y) \in \mathcal{X} \times \mathcal{Y}, \quad \Pr(X=x|Y=y) = \Pr(X'=x|Y'=y).\]

While existing work on distribution shift, covariate shift and label shift are helpful for providing strategies to account for differences between training and deployment environments, they are typically not applicable in the context of ensuring that a learned model will be safe after deployment. In particular, we seek robust safety guarantees based on general definitions of safety, which often depend on random variables besides \(X\) and \(Y\). For example, let \(S \in \mathcal{S}\) be a random variable representing some quantity that is required to define safety, such as an indicator for some dangerous event or some protected attribute such as an individual’s race, and let \(S' \in \mathcal{S}\) represent that quantity when observed after deployment. In Chapter 4, we consider the problem of establishing robust safety guarantees under the general distribution shift assumptions given by,

\[\exists (x, y, s) \in \mathcal{X} \times \mathcal{Y} \times \mathcal{S} \quad \text{s.t.} \quad \Pr(X=x, Y=y, S=s) \neq \Pr(X'=x, Y'=y, S'=s).\]

In addition, in Chapter 3 we consider a setting that is similar to covariate shift and label shift, with the modification that the variable that causes the distribution shift is not constrained to be \(X\) or \(Y\). In particular, let \(T \in \mathcal{T}\) be a random variable representing the quantity that might have a different
distribution after deployment, and let $T' \in \mathcal{T}$ represent the same quantity after deployment. Drawing on terminology from many social applications, we refer to $t \in \mathcal{T}$ as a demographic attribute and propose methods to establish safety guarantees that hold under demographic shift, which is formalized by the following assumptions:

$$\exists t \in \mathcal{T} \text{ s.t. } \Pr(T=t) \neq \Pr(T'=t), \text{ and }$$

$$\forall (x, y, t) \in \mathcal{X} \times \mathcal{Y} \times \mathcal{T}, \quad \Pr(X=x, Y=y|T=t) = \Pr(X'=x, Y'=y|T'=t).$$

While many methods proposed in existing work cannot be directly applied to the general distribution shift and demographic shift problems we address in this dissertation, they are helpful for providing strategies that could be extended to these settings. In the remainder of this section, we discuss some of these approaches and describe how they might be adapted to provide safety guarantees for general safety definitions in the settings described above.

First, many algorithms proposed in existing work are based on the idea of learning a representation of predictive features that allow them to generalize well from the training to the deployment environment. For example, strategies have been proposed for either explicitly or implicitly regularizing the optimization used to train models to ensure that they are robust to variations in the distribution of data. Methods such as augmenting training data with synthetically-generated variations or antagonistic examples have been shown to improve the generalization of trained models [25]. Techniques based on explicitly regularizing the training objective using unlabeled data from the deployment distribution have also been applied effectively [64]. Unfortunately, these approaches are difficult to adapt to the setting addressed in this dissertation because proving high-confidence bounds on the safety of a regularized model is challenging.

A third class of methods we consider leverages various amounts of information about the deployment environment during training to improve performance after training. One approach in this class assumes that the change in distribution before and after deployment can be addressed by finding an appropriate transformation of either the features or response variables. For example,
under the assumption of covariate shift, these methods seek a transformation, \( t : \mathcal{X} \rightarrow \mathcal{X} \) such that \( \Pr(X=x) \approx \Pr(X'=t(x)) \). Consequently, performance in the deployment environment can be improved by training on samples from the pre-deployment environment after transforming them using \( t \). Such methods often learn this transformation using limited access to data from the deployment distribution and some assumptions on the form of the transformation, such as assuming that it is linear [23, 24, 26]. Other approaches avoid assuming that the transformation has a particular form by iteratively assigning predicted labels to unlabeled data from the deployment environment [5]. While approaches such as these can be shown to empirically improve performance on the deployment distribution, they are difficult to apply to our problem setting for two reasons. First, they are based on improving performance of the trained model after deployment, and it is not clear how to translate these methods to apply to general, potentially nonlinear definitions of safety. Secondly, the effects of the transformations used by these methods are often challenging to analyze theoretically and rely on assumptions that are difficult to validate, so that it is difficult to produce high-confidence bounds on quantities that depend on the transformed observations.

Nonetheless, some strategies for transforming input samples to account for distribution shift, particularly those based on reweighting observations when estimating expected values, are closely related to our proposed strategies. Intuitively, these approaches account for the impact of distribution shift by reweighting the contribution of each training observation according to the relative probability of encountering that observation before and after deployment. Under general distribution shift, methods based on this strategy have been shown to be effective at improving performance after deployment in many problems, such as classification [61, 33], density estimation [17], and regression [33]. Although these approaches are similar to those mentioned above in that they seek to improve performance on the deployed distribution, in Chapter 3 we show that the same strategy of reweighting training samples can be used to compute high-confidence intervals describing possible values of various safety-related quantities. For example, Lipton et al. proposed a strategy for adjusting classifiers to correct for covariate shift which is in many ways similar to the robust
Seldonian algorithms we propose in Chapter 3 [42]. In particular, they use a reweighting scheme to compute intervals on the confusion rates of a classifier, and use these intervals to determine when to apply a correction step to account for distribution shift. In contrast, we apply a reweighting scheme to compute high-confidence intervals describing general definitions of safety, and use these intervals to decide whether or not to return a trained model.

1.3 Problem Statement and Outline

The overall goal of designing safe machine learning algorithms is to solve the same tasks as those that are solvable with conventional ML approaches while avoiding adverse consequences, with as few qualitative and quantitative differences as possible from those conventional approaches. Thus, the initial Seldonian algorithms that were proposed were not wholly sufficient, and there are many open questions that remain regarding how to design Seldonian algorithms that can achieve the goal of ensuring the safety of models used in real world, potentially high-risk applications. In this dissertation, we will identify two avenues for improving Seldonian algorithm design to make the resulting algorithms more useful in practical settings.

First, we address the limiting assumption that $g$ is defined as an expected value. We will demonstrate that, even after employing several computational tricks, this assumption is simply too limiting to allow the growing collection of real-world fairness and safety requirements to be enforced in existing Seldonian algorithms. To address this limitation, we will propose a mathematical formulation for $g$ that is significantly more expressive, as well as an algorithm for computing valid, high-probability upper bounds on $g(\theta)$. Ultimately, the formulation and algorithm we propose will allow users to provide safety definitions as text, with few limitations, and will support all of the computational steps required to enforce those definitions in Seldonian algorithms.

Next, we will address a major limitation of existing Seldonian algorithms, which is that they assume that the data used for training and for enforcing safety comes from the exact data distri-
bution that will be encountered once the trained model is deployed. This assumption is not new to the design of machine learning algorithms: it is well understood that the observed performance of a trained model may not match its deployed performance due to various factors, such as overfitting and differences in the distribution of data between these settings. Qualitatively, it is often assumed that the training-time and deployment-time performance will differ, with larger differences being observed the more different the training and deployment environments are. However, while it might be permissible to have performance change due to train-deployment differences, this presents a particular problem for Seldonian algorithms. In short, any safety guarantees proven to hold on the training distribution do not necessarily apply to the model after deployment if the training and deployment distributions are not identical. Thus, while a small shift between training and deployment might cause a small change in performance, the safety guarantees provided by existing Seldonian algorithms are extremely brittle: any change in data distribution causes the guarantees provided during training to be useless for ensuring the safety of the model once it is deployed. Because of the severity of this issue, we will propose two strategies for achieving safety guarantees that are robust to shift between the training and deployment settings, which differ based on assumptions about how the user is able to describe the possible shift that might be observed.

To summarize, we will propose the following contributions:

- A mathematical formulation, set of algorithms, and implementation that allow a user to define safety using text input representing an equation for $g$, and that accomplish all computational requirements to be used in Seldonian algorithms.

- An extension of this mathematical formulation for $g$, as well as algorithms that allow the user to define safety constraints that are robust to changes between the training and deployment environments, provided that change can be described by a change in the marginal probability distribution of some demographic variable, $T$. 
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• Algorithms that allow the user to define safety constraints that are robust to changes between the training and deployment environments, provided that change can be described by constraints on the Kullback-Leibler divergence between the probability distributions during training and deployment.

1.4 Outline

In the following three chapters, we will discuss our contributions in detail. Within each chapter, we will begin with a high-level introduction and motivation for our contribution, followed by a discussion of any relevant background material. Then, we will propose concrete steps to implement our contributions. Finally, we will evaluate our contributions by describing several hypotheses for each solution, proposing experiments to test them, and including results and discussion.
In this chapter, we will propose a solution that overcomes the limitation that existing Seldonian algorithms are not adaptable enough to enforce many real-world definitions of safety. Note that while there are many strategies that might be used to design machine learning algorithms that are safe, we use the Seldonian framework as the basis of our contributions in this chapter for several reasons. First, as described in Chapter 1, algorithms designed according to the Seldonian machine learning framework offer several desirable advantages for practical applications. In particular, they do not require extensive data analysis to define safety constraints, and they provide the user with high-confidence safety guarantees, which make these algorithms suitable for safety-critical applications. In addition, prior Seldonian algorithms, such as those designed according to the prototype described in Algorithm 1, serve as a useful starting point for the contributions in this chapter. Specifically, these algorithms are modular, in the sense that the component of the algorithms responsible for training models is separate from the component that is used to establish high-confidence safety guarantees. Consequently, to extend these methods to provide high-confidence safety guarantees based on complex definitions of safety, we simply modify the component of the algorithm that computes high-confidence upper bounds on the prevalence of unsafe behavior when using a particular model.

As described in Chapter 1, under the Seldonian framework for machine learning, and algorithm, \( a \), is considered safe if it satisfies the following behavioral constraint,

\[
\Pr (g(a(D)) \leq 0) \geq 1-\delta,
\]
where \( g \) quantifies the prevalence of unsafe outcomes when using the model’s output for the user’s application, and \( \delta \in [0, 1] \) is a user-specified tolerance. However, prior Seldonian algorithms that were proposed made the simplifying assumption that \( g \) is defined by the user based on a single expected value that could be estimated without bias using the data available to the algorithm during training. This assumption, although limiting, was made to simplify the process of computing the upper bound on \( g(\theta) \) required by the safety test that formed the basis of those initial algorithms.

To make this assumption concrete, let \( Z \) be a random variable representing a single observation. For example, in the standard classification environment, each \( Z \) might be a feature vector and label pair, whereas in the offline contextual bandit setting each \( Z \) might be a tuple containing a context, action, and an observed reward. By using \( Z \) instead of application specific variables, we ensure that the formulation we provide in this chapter is general enough to apply to most machine learning problem settings. With \( Z \) defined above, we can now formally state the assumption that initial Seldonian algorithms were based on, namely that \( g \) is of the form,

\[
g(\theta) := \mathbb{E}[H \mid C] - \tau,
\]

where \( H = h(Z, \theta) \) defines some observable based on the data and model, \( C = c(Z, \theta) \) is a Boolean-valued condition, and \( \tau \) is an optional tolerance parameter used to calibrate \( g \).

We will explain several limitations of this assumption below, but first, we briefly illustrate some of the types of safety definitions that can be expressed as an instance of (2.1). To provide a concrete setting for these examples, consider the binary classification task of predicting whether or not to approve a loan application, \( Y \), given a feature vector describing the applicant, \( X \), and additional information about the applicant’s sex, \( S \). In particular, \( S \) might be used during training to assess whether the model is fair, but is often not used for prediction. For example, \( S \) could represent a protected attribute such as race or sex which is not used for prediction in applications such as resume filtering. In this setting, \( Z \) consists of a single \((X, Y, S)\) tuple, and (2.1) is suitable
for ensuring that, for example, certain confusion rates of the model are small. For example, to ensure that the false-positive rate of \( \theta \) for applicants that identify as female is below a tolerance, \( \tau \), one might set \( h(Z, \theta) = \theta(X) \) and \( c(Z, \theta) \) to be the indicator event for \( Y = 1 \) and \( S = \text{female} \). Similar constructions can be used to enforce that other confusion rates, such as positive rates, false negative rates, and others, are bounded.

Furthermore, by relying on certain computational tricks, other, more complex definitions can be enforced as well. For example, if the user wishes to enforce that the false-positive rates for individuals identifying as males is similar to the false-positive rate for individuals who identify as female, one can specify a pair of safety constraints, each of the form given in (2.1), that together capture this definition. However, this is only possible because the difference between two false-positive rates is a linear operation on the individual positive-rate terms. Furthermore, strategies for computing a high-confidence upper bound for this definition of \( g \) have drawbacks. For example, a suitable bound can be obtained by pairing up random male samples with random female samples, but this process severely reduces the data efficiency of the algorithm. Thus, in this augmented classification problem, we see that (2.1) can be used to enforce tolerances on certain error or confusion rates, and with suitable tricks, can be used to enforce more complex constraints provided they are linear functions of these rates.

Unfortunately, it is straightforward to find a large variety of safety definitions that practitioners would like to use in practice, which cannot be represented by (2.1). Returning to the above classification problem, consider, for example, safety constraints based on disparate impact, a principle for assessing unfair behavior that is codified in United States labor laws [27, 9, 63]. In the context of classification, the principle of disparate impact states that a model is unfair with respect to a protected attribute—sex, for example—if the model’s false-positive rate for one value of the attribute is less than 80% of that for any other value of the attribute. Assuming binary sex, this can be represented as a safety definition of the Seldonian framework by defining,
\[ g_{D1}(\theta) = 0.8 - \min \left\{ \frac{E[\theta(X)|Y=0, S=\text{female}]}{E[\theta(X)|Y=0, S=\text{male}]}, \frac{E[\theta(X)|Y=0, S=\text{male}]}{E[\theta(X)|Y=0, S=\text{female}]} \right\} . \]

Because this definition includes ratios, it is clear from inspection that it cannot be represented by any choice of \( H \) and \( C \) that is consistent with (2.1) and can be sampled without bias. Furthermore, there are many other definitions of safety that similarly cannot be represented by (2.1), and this collection continues to grow as research on quantifying safety—particularly in the realm of fairness for social applications—progresses [57]. Thus, if Seldonian algorithms are to be effective tools for enforcing these notions of safety, we propose that they must support these types of general, nonlinear definitions, and do so without requiring significant machine learning knowledge on the part of the user, and without significantly degrading the data efficiency of the training process.

To this end, in this chapter, we propose a new formulation for \( g \) to replace (2.1), which has the desirable properties that it is significantly more expressive but supports the computational requirements to be used in Seldonian algorithms. To ensure that this formulation is straightforward to use, we propose a method that uses parsing algorithms to allow safety constraints to be specified using text inputs to the algorithm, which closely resemble the mathematical notation defining \( g \). In this dissertation, we refer to the collection of a mathematical formulation for \( g \), a procedure that allows the user to specify their desired definition, and an algorithm for computing upper bounds, as an interface for defining safety. In our experiments, we show that the interface proposed in this chapter makes significant advances towards the goal of providing Seldonian algorithms that are useful in practical settings, and which enhance the state of the art by allowing a wide range of safety constraints to be enforced.

In the rest of this chapter, we will first discuss existing work that relates to our proposed interface. Then, we will describe our interface in detail. This discussion will consist of three parts: 1) a discussion of our proposed mathematical formulation and an illustration of how it supports more sophisticated definitions than (2.1), 2) a proposal for how to parse text input into a computationally convenient representation for \( g \), and 3) an algorithm for using this representation to compute the
high-confidence upper bounds required to perform the safety test used by existing Seldonian algorithms. Finally, we include an evaluation that demonstrates the ability of our interface to produce valid, high-confidence upper bounds on $g(\theta)$ for several definitions.

2.1 Overview of our Proposed Interface

In this section, we discuss the details of the interface for defining safety, which supports enforcing complex, practical definitions of safety within the context of existing Seldonian algorithm design, as exemplified by Algorithm 1. As stated in Chapter 1, an algorithm $a$ is Seldonian if it satisfies the following constraints on the probability that it returns an unsafe solution:

$$\Pr (g(a(D)) \leq 0) \geq 1-\delta,$$

where $g$ quantifies the user’s definition of undesirable behavior and $\delta$ is their tolerance for how often $a$ can return solutions that are unsafe. Consequently, our interface consists of three parts, namely a mathematical formulation for defining $g$, an algorithm for parsing this definition from text input, and an algorithm for using the parsed representation to compute high-confidence upper bounds that can be incorporated into Seldonian algorithms designed according to Algorithm 1. We discuss each of these components below.

2.1.1 A Mathematical Formulation for $g$

To support general, nonlinear definitions of safety, our interface assumes that $g$ can be written in the following form:

$$g(\theta) := f(\phi_1(\theta), ..., \phi_k(\theta)),$$

where $f : \mathbb{R}^k \to \mathbb{R}$ is a potentially nonlinear and non-smooth function defined by the user, and each $\phi_j(\theta)$ denotes a parameter of the data given the model, $\theta$. In particular, we assume each
parameter is defined by \( \phi_j(\theta) := \mathbb{E}[h_j(Z, \theta) | c_j(Z, \theta)] \), where each \( h_j \) is a functional that describes an observable of \( Z \) given the model and each \( c_j : \mathcal{Z} \times \Theta \rightarrow \{ \text{True, False} \} \) is some event.

It is straightforward to show that (2.2) is at least as general as (2.1), since the formulation in (2.1) can be recovered by setting \( f(v_1) = v_1 - \tau \) and \( \phi_1(\theta) = \mathbb{E}[H|C] \). However, since the expression defined by \( f \) is allowed to be nonlinear, it follows that (2.2) can support complex definitions of safety that cannot easily be written in the form of (2.1), such as disparate impact.

Concretely, if one defines,

\[
f(v_1, v_2) = 0.8 - \min \left\{ \frac{v_1}{v_2}, \frac{v_2}{v_1} \right\},
\]

and defines two parameters, \( \phi_1 \) and \( \phi_2 \) by,

\[
\begin{align*}
\phi_1(\theta) &= \mathbb{E}[h_1(Z, \theta) | c_1(Z, \theta)], \quad \text{with} \\
h_1(Z, \theta) &= \theta(X), \quad \text{and} \\
c_1(Z, \theta) &= \mathbb{I}[Y=0 \land S=\text{female}],
\end{align*}
\]

and

\[
\begin{align*}
\phi_2(\theta) &= \mathbb{E}[h_2(Z, \theta) | c_2(Z, \theta)], \quad \text{with} \\
h_2(Z, \theta) &= \theta(X), \\
c_2(Z, \theta) &= \mathbb{I}[Y=0 \land S=\text{male}],
\end{align*}
\]

where \( \mathbb{I}[c] \) is 1 if \( c = \text{True} \) and 0 otherwise, then simple substitution into (2.2) reproduces the definition of disparate impact.
Figure 2.1. Production rules for the expression grammar used to parse input strings into a tree-structured representation with leaf nodes representing either numerical values or strings that will eventually be interpreted as parameters.

### 2.2 An Algorithm for Parsing Safety Definitions

To allow safety definitions to be provided by the user as text input, we define a pair of grammars appropriate for writing mathematical expressions of expected values, which will be interpreted as the expression defining $g$ using existing implementations for LR parsers.

In particular, our expression grammar supports the composition of the unary operations of negation and absolute value, the binary operations of addition, subtraction, multiplication, division, and the variadic operations of taking the maximum or minimum of a set of terms. The terminal symbols of this grammar are constant numerical values, and strings representing conditional expected values corresponding to the various parameters, $\phi_j(\theta)$. The production rules of the expression grammar are used to construct a tree structure representing the mathematical expression, $f$, that combines them. The full list of production rules for the expression grammar used to parse the representation for $f$ are given in Figure 2.1. Given this grammar, we use a standard LR parser to construct a parse tree representing $f$, with leaf nodes given by either numerical constants or strings representing each parameter, $\phi_j(\theta)$.

While the expression grammar allows the definition of $f$ to be parsed into a tree-structured representation, it does not parse the individual conditional expected values representing the various
Algorithm 3 ParseDefinition(safety_str)

1: expression_tree ← LRParse(safety_str, expression_grammar) \{Fig. 2.1\}
2: for each leaf node, n, in expression_tree do
3: if n represents an expected value then
4: n.subtree ← LRParse(n.text, parameter_grammar) \{Fig. 2.2\}
5: else
6: Set n.operation and n.operands based on the text for n.
7: end if
8: end for
9: return expression_tree

parameters. To parse the parameters, we define a separate parameter grammar that is used to parse the text representing each parameter into a suitable representation. In the parameter grammar, the terminal symbols are either numerical constants or strings that are constrained to correspond to named variables that are appropriate to the problem setting. For example, in classification, the named variables might be set to include Y to denote labels during classification, X to represent the features, and \( Y_p \) to represent the model’s predicted labels. The production rules for the parameter grammar are similar to those in the expression grammar, with the addition of logical operations that are necessary to define the Boolean event for any conditional expectation. The full list of production rules for the parameter grammar are shown in Figure 2.2. As with the expression grammar, we propose to parse the parameters into appropriate data structures using a standard LR parser.

Given the expression and parameter grammars, as well as the user’s text input defining \( g \), our algorithm for parsing the user’s input begins by parsing \( f \) using an LR parser based on the expression grammar, producing a tree structure with nodes that capture operations, and leaf nodes that are either numerical constants or strings representing parameters. Next, we separately parse each leaf node that represents a parameter using an LR parser based on the parameter grammar. If parsing errors occur in either of these operations, or if any parameter references variables that are not in the list of pre-defined named variables, these errors are reported to the user. Pseudocode for our parsing algorithm is given in Algorithm 3. In the next section, we present an algorithm.
Figure 2.2. Production rules for the parameter grammar used to parse input strings representing parameters into tree-structured data structures that support evaluation and computation of confidence intervals. Note that when defining expected values of logical expressions (bool_expr), logical values are interpreted as floating point values according to true \( \rightarrow 1.0 \) and false \( \rightarrow 0.0 \) for syntactic convenience. In addition, if \( A \) and \( B \) are two logical expressions, the text “\( A, B \)” is interpreted as the logical conjunction of \( A \) and \( B \) to make the grammar’s syntax more similar to the standard notation for defining expected values, such as “\( E[X|A,B] \)”. 

\[
\begin{align*}
\text{exp_value} & : \quad E[\text{expr}] \\
& \quad | E[\text{expr} \mid \text{log_expr}] \\
& \quad | E[\text{log_expr}] \\
& \quad | E[\text{log_expr} \mid \text{log_expr}] \\
\text{expr} & : \quad \text{term} \\
& \quad | \text{expr} + \text{term} \\
& \quad | \text{expr} - \text{term} \\
\text{term} & : \quad \text{unary} \\
& \quad | \text{term} \ast \text{unary} \\
& \quad | \text{term} / \text{unary} \\
\text{unary} & : \quad \text{primary} \\
& \quad | \mid \text{expr} \mid \\
& \quad | + \text{unary} \\
& \quad | - \text{unary} \\
\text{primary} & : \quad \text{string} \\
& \quad | \text{number} \\
& \quad | (\text{expr}) \\
\text{log_expr} & : \quad \text{log_term} \\
& \quad | \text{log_expr} || \text{log_term} \\
\text{log_term} & : \quad \text{log_unary} \\
& \quad | \text{log_unary}, \text{log_term} \\
\text{log_unary} & : \quad \text{comp} \\
& \quad | \sim \text{log_unary} \\
& \quad | (\text{log_expr}) \\
\text{comp} & : \quad \text{expr} \leq \text{expr} \\
& \quad | \text{expr} = \text{expr} \\
& \quad | \text{expr} \geq \text{expr}
\end{align*}
\]
that leverages the tree structures for $f$ and for each parameter to construct high-confidence upper bounds on $g(\theta)$ using available data.

2.3 Bounding $g(\theta)$ Using the Parsed Computation Tree

In order to use the available data to compute high-confidence upper bounds on the parsed definition for $g$, we introduce an algorithm with two parts. First, the available data and the objects representing the parameters are used to construct high-probability confidence intervals for the value of each parameter, $\phi_j(\theta)$. In particular, this step uses the parsed representation of each parameter to generate a set of independent and identically distributed samples of the conditional expected values, and then applies standard concentration inequalities. The confidence intervals describing the set of parameters are constructed so that they hold jointly with probability at least $1 - \delta$, where $\delta$ is defined by the user. Then, using interval arithmetic [14], the intervals on each parameter are recursively propagated through the parse tree representing $f$, to compute a $1 - \delta$-probability confidence interval for $g(\theta)$.

To make this process concrete, we first assume a set of $n$, i.i.d. samples of $Z$ are available, denoted $D = \{Z_i\}_{i=1}^n$, which forms the input data for the algorithm. To compute a high-confidence upper bound on $g(\theta)$, we first produce a set of samples that can be used to provide unbiased estimates of each parameter. For parameters $j$, given by $\phi_j(\theta) := E[h_j(Z, \theta)|c_j(Z, \theta)]$, we compute a set of samples $H^{(j)}_i := h_j(Z_i, \theta)$ and corresponding values of the condition, $C^{(j)}_i := c_j(Z_i, \theta)$. These samples are computed using $D$ and the object representing $\phi_j$, which is built using the parameter parser described in the previous section. Specifically, since each $H^{(j)}_i$ and corresponding condition $C^{(j)}_i$ might be defined as expressions, the parse trees for each term are used to recursively compute them. For example, if $D = \{(X_i, Y_i)\}_{i=1}^n$ and $\phi_j(\theta) = E[Y - \theta(X)|Y > 0]$, then the set of predictions, $\{\theta(X_i)\}_{i=1}^n$, are subtracted from the corresponding set of true responses, $\{Y_i\}_{i=1}^n$, to produce the set $\{H^{(j)}_i := Y_i - \theta(X_i)\}_{i=1}^n$. Similarly, the set of true responses, $\{Y_i\}_{i=1}^n$ are each
compared to the constant 0 to compute the set of conditions, \( \{C_i^{(j)}\}_{i=1}^{n} \). The full set of rules used to combine sets of samples is given in Figure 2.3. Finally, we note that if at any point, a node of the parse trees representing the parameter attempt to combine sets of samples that have incompatible sizes, the user is alerted.

Once the sets \( \{H_i^{(j)}\}_{i=1}^{n} \) and \( \{C_i^{(j)}\}_{i=1}^{n} \) have been constructed, we define the set of samples used to bound \( \phi_j(\theta) \) to be the subset of \( \{H_i^{(j)}\}_{i=1}^{n} \) for which the condition evaluates to true:

\[
S_j(D) := \left\{ H_i^{(j)} : C_i^{(j)} = \text{true}, \text{ for } i = 1, \ldots, n \right\}.
\]

This process results in a set of unbiased estimates of \( \phi_j(\theta) \). Using these samples, we bound \( \phi_j(\theta) \) using any appropriate confidence interval, such as Hoeffding’s inequality or inversion of the Student’s t-test as done in prior Seldonian algorithms [54, 44].

Once confidence intervals have been computed for each parameter, they are recursively propagated through the nodes of the parse tree representing \( f \). In particular, for any node representing a mathematical operation, an interval on the value of that node’s subtree is be computed using interval arithmetic. Specifically, interval arithmetic provides a set of rules for computing intervals on the output of a mathematical operation, given intervals for the operands [14]. As a simple example, if \( x \in [a, b] \) and \( y \in [c, d] \), it follows that \( x + y \in [a + c, b + d] \). The rules for other operations can become more complex, but are straightforward to derive. The full set of interval arithmetic rules uses in our interface is provided in Figure 2.4. By applying these rules recursively at each node of the computation tree for \( f \), our proposed algorithm outputs a confidence interval that contains the value of \( g(\theta) \) with high probability. Psuedocode for our procedures for bounding each parameter and recursively combining them to produce a high-confidence upper bound on \( g(\theta) \) is provided in Algorithms 4 and 5.

Importantly, the interval on \( g(\theta) \) is valid as long as the each parameter is actually within its corresponding confidence interval. Therefore, the high-confidence upper bound on \( g(\theta) \) holds with
at least the probability that all of the confidence intervals on the parameters are simultaneously valid. If the confidence interval for each \( \phi_j(\theta) \) is computed to hold with probability \( 1 - \delta_j \), the union bound states that the confidence intervals on the set of parameters holds with probability at least \( 1 - \delta_1 - \cdots - \delta_k \). Therefore, the bound on \( g(\theta) \) can be made to hold with probability at least \( 1 - \delta \) as long as the confidence interval on each parameter is computed to hold with probability at least \( 1 - \delta/k \).

### 2.4 Seldonian Machine Learning Algorithms using the New Interface

As shown in Algorithm 1, given a definition \( g \) defined according to (2.1), existing Seldonian algorithms proceed by first training a candidate model, \( \theta_c \). Next, they construct a high-confidence upper bound on \( g(\theta_c) \). If the value of the high-confidence upper bound on \( g(\theta_c) \) is below zero with the required probability, then it follows that \( \theta_c \) is likely to be safe, and the candidate is returned.
Figure 2.4. Rules for combining intervals on values. In these rules, we assume that each value
$v_j$ is bounded within some interval, $[a_j, b_j]$. In addition, we assume that range{...} returns an
interval with endpoints given by the minimum and maximum values of its operands—that is, range$v_1, ..., v_k := [\min \{v_1, ..., v_k\}, \max \{v_1, ..., v_k\}$].

However, if the value of the high-confidence upper bound is above zero, then $\theta_c$ may not be safe
with the required confidence, and the algorithm instead returns NO_SOLUTION_FOUND.

To produce Seldonian algorithms that leverage the interface proposed in this chapter, we sim-
ply replace the procedure used to compute a high-confidence upper bound on $g(\theta_c)$ using the algo-
risms provided above. In particular, pseudocode for Seldonian algorithms that use our interface is
given in Algorithm 6.

2.5 Results and Evaluation

In this section, we seek to assess whether or not the proposed interface is effective at producing
high-confidence upper bounds on the prevalence of unsafe behavior.

First, we might consider whether or not the interface is able to produce high-confidence bounds
on $g(\theta)$ that are tighter or otherwise preferable to those produced by existing methods. However,
direct comparison to existing methods is difficult, because those strategies, including those used in
Algorithm 4 BoundParameter($n$, $data$, $bound\_type$, $\delta$)

1: $H \leftarrow \text{apply sample set rules to } n.expression \text{ given variable sample sets in } data. \quad \{\text{Fig. 2.3.}\}$
2: if $n.condition$ exists then
3: $C \leftarrow \text{apply sample set rules to } n.condition \text{ given variable sample sets in } data. \quad \{\text{Fig. 2.3.}\}$
4: $H \leftarrow \{H_j \in H : C_j = \text{true} \quad \forall j \in 1, \ldots, m\}.$
5: end if
6: $m \leftarrow |H|$
7: if $bound\_type$ is Hoeffding then
8: Assume each $h \in H$ is in $[a, b]$
9: $\tilde{\mu} \leftarrow \frac{1}{m} \sum_{j=1}^{m} H_j$
10: return $[\tilde{\mu} - (b-a)\sqrt{\frac{\log 2/\delta}{2m}}, \quad \tilde{\mu} + (b-a)\sqrt{\frac{\log 2/\delta}{2m}}]$.
11: else if $bound\_type$ is t-test then
12: $\tilde{\sigma} \leftarrow \sqrt{\frac{\sum_{j=1}^{m} (H_j - \tilde{\mu})^2}{m-1}}$
13: return $[\tilde{\mu} - \frac{t_{1-\delta/2,m-1} \tilde{\sigma}}{\sqrt{m-1}}, \quad \tilde{\mu} + \frac{t_{1-\delta/2,m-1} \tilde{\sigma}}{\sqrt{m-1}}]$.
14: end if

Algorithm 5 FlexibleHighConfidenceUpperBound($expression\_tree$, $\delta$, $data$)

1: $k \leftarrow \text{number of parameters in } expression\_tree.$
2: for Each node $n$ in $expression\_tree$ that represents a parameter do
3: \quad $parameter\_intervals[n] \leftarrow \text{Boundparameter}(n, data, bound\_type, \delta/k)$
4: end for
5: $[a, b] \leftarrow \text{Apply interval arithmetic rules to } expression\_tree \text{ given } parameter\_intervals \quad \{\text{Fig. 2.4.}\}$
6: return $b$

Prior Seldonian algorithms, are not flexible enough to produce bounds for the more complex definitions of $g$ that the proposed interface supports. Furthermore, when $g$ is defined to be compatible with the assumptions made by previous methods, the proposed interface is identical to existing methods. Therefore, it is not informative to compare the results of our interface to those of existing methods for those definitions.

However, it is informative to ask whether or not the high-confidence upper bounds produced by our interface are empirically valid—that is, do they return values that, with the required probability, are larger than the true value of $g(\theta)$. To answer this, we designed a set of experiments to
Algorithm 6 FlexibleSeldonian($D, safety\_str, \delta$)

1: $D_c, D_s \leftarrow \text{Partition}(D)$
2: $expression\_tree \rightarrow \text{ParseDefinition}(safety\_str)$
   {Select a candidate}
3: $\theta_c \leftarrow \text{TrainCandidate}(D_c, expression\_tree, \delta)$
   {Perform the safety test using $\theta_c$}
4: $u \leftarrow \text{FlexibleHighConfidenceUpperBound}(expression\_tree, \delta, D_s)$
5: if $u \leq 0$ then
6:   return $\theta_c$
7: else
8:   return NO\_SOLUTION\_FOUND
9: end if

determine, for various definitions of safety, whether our proposed algorithms successfully return high-confidence upper bounds on the true value of $g(\theta)$, for a model $\theta$. In the following sections, we first explain the details of our experimental design, and then describe our procedure for reporting results. Finally we provide the results of our experiments and discuss them.

2.5.1 Experimental Design

To assess whether or not our proposed interface produces valid high-confidence upper bounds on the prevalence of unsafe behavior, it is necessary to design an experiment where 1) we are able to generate many datasets sampled from the same underlying distribution in order to assess the probability that the bounds fail, and 2) the true value of $g(\theta)$ can be computed exactly. If, for example, a single input dataset is used to evaluate the high-confidence upper bounds, such results would not provide enough information to assess the distribution of values that the high-confidence upper bounds take, or to compute $g(\theta)$ and determine whether or not the high-confidence upper bounds are valid with the required probability. Therefore, we instead designed a series of experiments based on uniformly sampling datasets from a fixed underlying population with replacement. Using this design, it is possible to generate any number of randomly sampled datasets, allowing the distribution of the values of the high-confidence upper bound to be evaluated. In addition, because
the population and the sampling distributions are known exactly, it is possible to use this oracle knowledge to compute $g(\theta)$ exactly.

First, we defined the population, denoted $D_{\text{pop}}$, based on a dataset provided by ProPublica [2], which contains various features describing 5,278 individuals who were convicted of crimes, including their sex and race. This dataset was originally used to provide evidence that Correctional Offender Management Profiling for Alternative Sanctions (COMPAS), a system developed by Northpointe to assess risk of criminal recidivism, exhibited unfair bias against offenders from racial minority groups when classifying offenders into high- or low-risk groups [2]. Consequently, while the datasets used to evaluate our bounds are synthetic due to being randomly sampled from this population, the underlying population is representative of real-world data. Given this data, we defined $D_{\text{pop}} := \{(X_i, Y_i, R_i)\}_{i=1}^n$, where $n = 5,278$, each $X_i \in \mathcal{X}$ is a vector of features describing an offender, each $Y_i \in \{0, 1\}$ is a binary indicator for whether or not they eventually reoffended, and each $R_i \in \{\text{white}, \text{non-white}\}$ indicated whether or not the offender’s race was Caucasian.

Next, to assess the validity of our bounds, we trained a model, $\theta : \mathcal{X} \rightarrow \{0, 1\}$, to predict whether or not each individual would reoffend. Since the choice of $\theta$ does not impact whether or not the high-confidence upper bounds produced by our interface are valid, we trained $\theta$ using logistic regression on all samples in the population, $D_{\text{pop}}$.

Finally, since the central goal of our experiments is to assess whether or not the proposed interface produces high-confidence upper bounds on $g(\theta)$ that are valid for real-world definitions of fairness, we selected five definitions of $g$ that could not be easily supported by existing work, and conducted separate experiments for each. In particular, we performed separate experiments using the following definitions of unfair behavior:

**Demographic Parity:** The principle of demographic parity states that the rate that a model predicts a positive outcome should not vary significantly between different subgroups of a pop-
ulation [20, 6]. In our experiments, we defined these subgroups based on the self-identified sex of each student, and specified the maximum tolerable difference between positive rates to be 0.1. This leads to the following definition of \( g(\theta) \):

\[
g_{\text{DP}}(\theta) := \left| \mathbb{E}[\theta(X)|R=\text{white}] - \mathbb{E}[\theta(X)|R=\text{non-white}] \right| - 0.1.
\]

**Disparate Impact:** The principle of disparate impact also measures discrepancy between the positive rates of a model across different subgroups, but does so by examining their relative size [27, 9, 63]. Specifically, the principle states that a model is unfair if its positive rate for one subgroup is less than a certain percentage of the positive rate for any other subgroup. In our experiments, we set the minimum tolerable ratio to be 0.8, corresponding to the widely-used 80%-rule:

\[
g_{\text{DI}}(\theta) := 0.8 - \min \left\{ \frac{\mathbb{E}[\theta(X)|R=\text{white}]}{\mathbb{E}[\theta(X)|R=\text{non-white}]}, \frac{\mathbb{E}[\theta(X)|R=\text{non-white}]}{\mathbb{E}[\theta(X)|R=\text{white}]} \right\}.
\]

**Equal Opportunity:** Instead of measuring discrepancy based on positive rates, the principle of equal opportunity states that different subgroups should have similar false-negative rates [30, 9]. This definition is appropriate when the frequency of a negative true label is expected to be different between subgroups, but the user would like to ensure that the model does not make certain errors more often for one subgroup compared to another. We set the maximum tolerable discrepancy between false-negative rates to be 0.1, leading to the following definition:

\[
g_{\text{EOp}}(\theta) := \left| \mathbb{E}[\theta(X)|Y=0, R=\text{white}] - \mathbb{E}[\theta(X)|Y=0, R=\text{non-white}] \right| - 0.1.
\]

**Predictive Equality:** Like equal opportunity, predictive equality states that a model should not make certain errors more often for one subgroup than another. However, predictive equality
states that discrepancy should be measured using false-positive rates [9, 12]. We set the maximum tolerable difference between false-positive rates to be 0.1, leading to the following definition:

$$g_{PE}(\theta) := \left| E[1-\theta(X)|Y=1, R=\text{white}] - E[1-\theta(X)|Y=1, R=\text{non-white}] \right| - 0.1.$$  

**Equalized Odds:** The principle of equalized odds can be seen as combining the principles of equal opportunity and predictive equality, and states that discrepancy should be measured using both false-positive and false-negative rates [30]. We set the maximum tolerable discrepancy according to equalized odds to be 0.1, leading to the following definition:

$$g_{EOD}(\theta) := \left| E[\theta(X)|Y=0, R=\text{white}] - E[\theta(X)|Y=0, R=\text{non-white}] \right| + \left| E[1-\theta(X)|Y=1, R=\text{white}] - E[1-\theta(X)|Y=1, R=\text{non-white}] \right| - 0.1.$$  

Given the population, $D_{\text{pop}}$, a trained model, $\theta$, we conducted an experiment based on the following procedure, for each definition of $g$ defined above. First, to estimate the distribution of values returned by our interface when evaluated using datasets randomly sampled from the population, we repeatedly generated datasets by uniformly sampling 1,000 observations from $D_{\text{pop}}$ with replacement. For each dataset, we used Algorithm 5 to parse a string representation of $g$ and compute a high-confidence upper bound on $g(\theta)$ given that dataset. In each case, we set $\delta = 0.05$, so that the high-confidence upper bounds would be computed to be valid for at least 95% of all randomly sampled datasets.

After recording the value of the high-confidence upper bound produced by Algorithm 5 for all 1,000 randomly sampled datasets, we then computed the true value of $g(\theta)$ using $D_{\text{pop}}$ and the oracle knowledge that the randomly sampled datasets were generated by uniformly sampling from $D_{\text{pop}}$ with replacement.
Then, given our oracle knowledge of the underlying population, and our oracle knowledge that the datasets were generated using random uniform sampling with replacement, we computed the exact, true value of $g(\theta)$ for each definition of $g$. To determine whether our computed high-confidence upper bounds hold with the required probability, we then compared the value of each bound with the true value of $g(\theta)$ to estimate the frequency with which they were valid.

For each definition of $g$, this procedure produced 1,000 independent evaluations of the high-confidence upper bounds produced by our interface, as well as the true value of $g(\theta)$. Consequently, to assess whether or not the high-confidence upper bounds held with the required probability, it sufficed to determine whether or not at least 950 of the evaluated high-confidence upper bounds were larger than the value of $g(\theta)$.

2.5.2 Reporting

Results for each experiment are presented using violin plots showing the distribution of the computed high-confidence upper bounds, for each definition of $g$. For each definition, we show results obtained when the parameters are bounded using Hoeffding’s inequality, as well as concentration inequalities based on inversion of the Student’s $t$-test. Each violin plot is separated into two regions: the red region shows the distribution of the upper 95% of values of the high-confidence upper bound, while the green region shows the distribution of the lower 5%. In addition, a horizontal, dashed black line is included within each figure, showing the exact value of $g(\theta)$. Consequently, if the dashed black line crosses any violin plot at or below the green region of that plot, it indicates that the high-confidence upper bound is empirically valid, as computed upper bounds were larger than the true value of $g(\theta)$ for at least 95% of the randomly sampled datasets. However, if the dashed black line crosses through the red region of the violin plots, it indicates that the high-confidence upper bounds did not hold with the required probability.
Figure 2.5. Results evaluating the validity of our algorithms for computing high-confidence upper bounds on $g(\theta)$ when $g$ is defined according to the principles of predictive equality and equal opportunity.

Figure 2.6. Results evaluating the validity of our algorithms for computing high-confidence upper bounds on $g(\theta)$ when $g$ is defined according to the principles of equalized odds and disparate impact.
Figure 2.7. Results evaluating the validity of our algorithms for computing high-confidence upper bounds on \(g(\theta)\) when \(g\) is defined according to the principle of demographic parity.

2.5.3 Results and Discussion

The outcome of our experiments verify our theoretical results, and show that for practical definitions of undesirable behavior, the proposed interface produces high-confidence upper bounds that are valid. In every experiment, at least 95% of the computed values for the high-confidence upper bounds are larger than the true values of \(g(\theta)\). Importantly, these high-confidence upper bounds were specified using text input, making them easy to use, and were based on definitions of undesirable behavior that could not be easily represented—or in some cases, could not be represented at all—using existing methods. Nonetheless, there are several patterns in these results that are illustrative to discuss.

First, we note that for every definition of \(g\), the high-confidence upper bounds produced using concentration inequalities obtained by inversion of the Student’s \(t\)-test are tighter—that is, return values closer to the true value of \(g(\theta)\)—than those returned using Hoeffding’s inequality. This is due to the fact that Hoeffding’s inequality, which is based on the worst-case analysis of the variance of a bounded random variable, is generally looser than bounds that use empirical estimates of variance. Secondly, we note that in some cases, such as when \(g\) is defined according to the principle
of equalized odds, both high-confidence upper bounds are shown to be loose. There are at least two sources of this looseness. First, in some cases, looseness can be introduced due to looseness in the concentration inequalities used. For example, confidence intervals constructed using Hoeffding’s inequality are based on worst-case assumptions on the variance of the distribution of a given set of samples, and can therefore be loose when the true variance of the distribution is small. However, a second form of looseness is introduced in the use of interval arithmetic. In particular, when applying interval arithmetic, our algorithms consider the possibility that value of each parameter is independent of the other parameters. When this is not the case, the value of the high-confidence upper bounds become larger than necessary. For example, suppose that with high probability, $\phi_1(X, \theta) \in [0, 1]$ and $\phi_2(X, \theta) \in [0, 1]$, and $g(\theta) = f(v_1, v_2) = v_1 - v_2$. If $\phi_1$ and $\phi_2$ are dependent and happen to satisfy $\phi_1(X) = -\phi_2(X)$, then it is clear that $g(\theta) = 0$. Without knowledge of this dependence, the high-confidence upper bounds produced by our interface would reason that $g(\theta) \leq 2$ with high probability, which is considerably larger than the true value, $g(\theta) = 0$. Consequently, we note that it may be possible to improve the tightness of the high-confidence upper bounds produced by our interface given additional assumptions on the dependence between each parameter. However, since bounds on the dependence between each parameter can be difficult to determine in practice, we find that despite being conservative, the strategy proposed in this section allows the interface to be useful in general problem settings.

2.6 Limitations and Future Work

The interface proposed in this chapter allows many safety constraints to be enforced that could not be represented by prior safe machine learning algorithms. Nonetheless, it can be improved in several ways. In particular, two directions for future progress on enforcing complex definitions of safety are to expand our proposed interface to enforce definitions that it currently cannot represent,
and to improve the tightness of the bounds produced when the parameters defining safety might be correlated.

First, we note that while our proposed interface is sufficient for representing many definitions of safety that have been proposed, it can be made significantly more general. In some cases, this can be achieved by allowing the user to specify parameters that are not single expected values, provided appropriate strategies for computing confidence intervals can be derived. For example, consider a safety definition that involves the conditional value at risk (CVaR) of a real-valued function of an observation, $Z$. While this parameter can technically be represented in our interface, it might be preferable to treat this parameter as an explicit special case, and apply confidence intervals that are specifically designed to be tight for CVaR [52]. Similarly, the interface could be extended to depend on the entropy of the probability distribution of some function of $Z$, using confidence intervals on entropy [15]. In addition to extensions based on recognizing specific parameters and applying appropriate confidence intervals, our interface can also be extended by allowing the user to recursively nest certain parameters. For example, if the user would like to define safety based on the variance of a function $f$ of the observation $Z$, they might define a parameter,

$$\phi(Z, \theta) = \mathbb{E} \left[ (f(Z) - \mathbb{E}[f(Z)])^2 \right].$$

However, because this parameter is defined as an expected value that itself depends on another expected value, it cannot be represented using the interface proposed in this chapter. Therefore, another direction for improving the proposals of this chapter is to extend the interface to allow parameters, such as expected values, to depend on the value of other parameters.

Finally, the interface we propose in this chapter may produce confidence intervals on $g(\theta)$ that are loose if any of the parameters that define safety are correlated. For example, consider the following definition of safety, where $f : Z \to \mathcal{R}$:
\[ g(\theta) = \phi_1(\theta) + \phi_2(\theta), \quad \text{where} \]
\[ \phi_1(\theta) = \mathbb{E}[f(Z)] \quad \text{and} \quad \phi_2(\theta) = \mathbb{E}[-f(Z)]. \]

Our proposed interface assumes that \( \phi_1(\theta) \) and \( \phi_2(\theta) \) are independent, and will therefore produce a non-empty confidence interval on \( g(\theta) \). However, it is clear from inspection that \( g(\theta) = 0 \), since \( \phi_2(\theta) = -\phi_1(\theta) \). As shown by this example, if the parameters that define safety are correlated, then the proposed interface is prone to producing confidence intervals on \( g(\theta) \) that are looser than necessary. As a result, it would be helpful to detect cases when parameters are correlated, and account for this when computing confidence intervals on \( g(\theta) \).
CHAPTER 3
CONTRIBUTION: SELDONIAN ALGORITHMS FOR DEMOGRAPHIC SHIFT

As stated in Chapter 1, existing safe machine learning algorithms make several assumptions that, while reasonable in some cases, are often not satisfied in practice. A notable example is the assumption that once deployed, the model will be evaluated on data that has the same distribution as the data that was collected to train the model in the first place. While this assumption is useful because it allows estimates of the model’s performance or safety to be informative about how the model will behave once it is deployed, it is often violated in practice. For example, if a model must decide whether or not to accept a student’s college application, it is likely that the distribution of applicants will change between training and deployment, as various trends cause demographics such as race or gender to shift over time. As a result of such shift, safety guarantees that are established during training may no longer apply once the model is deployed.

The example above illustrates a common form of distribution shift that is worth addressing directly. In particular, this type of shift occurs when the difference between the training and deployment distributions can be explained entirely by a shift in the marginal distribution of a single random variable, such as race or gender. Drawing on the terminology from social applications, we refer to this variable as a demographic attribute, and refer to this specific type of shift between the training and deployment environments as demographic shift.

In this chapter, we propose Seldonian algorithms that use information about the distribution of the demographic attribute before and after deployment to provide high-probability safety guarantees that hold after the model is deployed. First, we propose algorithms that achieve this goal
provided the exact frequencies of each demographic before and after deployment are known exactly. Building on these, we propose additional algorithms that provide robust safety guarantees when the frequency of the demographic after deployment is unknown, but is known to be in some interval or region.

To illustrate our contributions, we consider an augmented classification problem, in which the task is to predict the label associated with a given feature vector, with additional features provided during training that are used to evaluate safety but are not used for prediction. In particular, in this chapter, we use a concrete problem setting instead of simply referring to data instances abstractly using $Z$, as in Chapters 2 and 4, to emphasize the difference between random variables that are used for prediction, those used to define safety, and those used to characterize demographic shift. We describe this setting in detail in the following section, but note that our proposed algorithms generalize to other problem settings with only minor modifications.

In the following sections, we present these Seldonian algorithms and provide results showing that the safety guarantees that they provide are useful in practice. While there are many strategies for achieving safe machine learning, we base our contributions on prior Seldonian algorithms for several reasons. First, as described in Chapter 1, Seldonian algorithms provide several advantages over alternative approaches for users that are not experts in machine learning. Since the goal of our dissertation is to provide machine learning algorithms that provide safety assurances in practical settings, we base our contributions on prior Seldonian algorithms in order to leverage these advantages. In addition, prior strategies for designing Seldonian algorithms, such as the strategy described in Algorithm 1, are modular. In particular, to extend these approaches to design algorithms that provide high-confidence guarantees of safety under various forms of distribution shift, we can simply modify the strategy used to compute high-confidence upper bounds on the prevalence of unsafe behavior when using a chosen model, without changing the strategy used to train a candidate model.
In the rest of this chapter, we first provide background needed to define distribution shift formally in the context of classification. Next, we propose Seldonian algorithms that leverage different assumptions about what is known during training about the demographic shift that will be encountered. Finally, we evaluate our algorithms and provide results verifying that the safety guarantees they provide are valid in practice, while prior safe algorithms do not.

3.1 Background

3.1.1 Safety-Augmented Classification

To define a concrete problem setting to illustrate our contributions, we begin with the standard classification problem setting, in which each data instance consists of a set of features and an associated label. However, when considering the safety or fairness of a classifier, it is useful to extend this setting to augment each instance with an additional safety attribute that contains information needed to assess the classifier’s behavior. This information is often not used for prediction, but is assumed to be available during training to determine whether or not the classifier is safe. For example, depending on applicable laws, information describing the sex or race of a job applicant might be protected, preventing it from being used to make hiring decisions. Nonetheless, this attribute might be required to assess whether or not a predictive model for filtering resumes is biased against applicants of certain races or sexes. We refer to this problem setting as safety-augmented classification.

To describe this setting formally, we denote features by $X \in \mathcal{X}$, labels by $Y \in \mathcal{Y}$, and the safety attribute by $S \in \mathcal{S}$, and assume that $(X, Y, S)$ is sampled from some joint probability distribution defined over $\mathcal{X} \times \mathcal{Y} \times \mathcal{S}$.

In the naïve classification setting, the safety attribute is typically ignored, and the user’s goal is simply to accurately predict the label associated with $X$ when its true label is unknown. These predictions are generated using a model, $\theta : \mathcal{X} \rightarrow \mathcal{Y}$. The quality of $\theta$ is then measured using
a loss function, such as expected classification error. To obtain an accurate classifier, one typically selects a training algorithm, \( a \), designed to minimize the chosen loss, and supplies it with a dataset consisting of \( n \) observations sampled independently from the joint distribution—that is, \( D = \{(X_i, Y_i, S_i)\}_{i=1}^n \), where \( \Pr(X_i, Y_i, S_i) := \Pr(X, Y, S) \) for all \( i \in \{1, \ldots, n\} \). To assess the safety of an algorithm, we follow the Seldonian framework described in Section 1.1 and assume an auxiliary function, \( g \), that accepts a model and is calibrated so that \( g(\theta) > 0 \) if \( \theta \) exhibits unsafe behavior. In contrast to the model’s predictions, \( g \) typically depends in some way on the safety attribute, \( S \). For example, to assess whether or not a classifier used for resume filtering is biased based on the race of the applicant, \( g \) might measure the difference in the model’s expected accuracy for individuals of one race compared to another, even if the model’s predictions do not explicitly depend on race.

To simplify the discussion of our results in this chapter, we assume that \( g \) has the same form as assumed by prior Seldonian algorithms [54]. Specifically, if \( H = h(X, Y, S, \theta) \) defines some choice of real-valued observable, \( C = c(X, Y, S, \theta) \) defines some Boolean condition, and \( \tau \) represents a tolerance for unsafe behavior, then in this chapter, we assume that \( g \) is defined by,

\[
g(\theta) := \mathbb{E}[H \mid C] - \tau. \tag{3.1}
\]

While this simplifying assumption ignores the contributions proposed in Chapter 2, the results we propose here are easily generalized to take advantage of the flexible interface proposed in that chapter. Specifically, in this chapter, we demonstrate how to compute high-confidence upper bounds on \( g(\theta) \) that hold when the probability of encountering certain subgroups of the population changes after the model is deployed. To leverage the new interface, we compute these high-confidence upper bounds, as well as analogous high-confidence lower bounds, for each statistic—that is, each \( \phi_j(\theta) \) as defined in Chapter 2—and use the resulting confidence intervals in place of those described in Chapter 2, which do not account for demographic shift. We describe this process more
thoroughly in Section 3.3. Finally, while we frame our results in the context of safety-augmented classification problems, our results generalize immediately to other contexts, such as regression problems [54] or and offline bandit problems [44].

3.1.2 Demographic Shift in Safety-Augmented Classification

Given a definition for $g$, the Seldonian framework states that a training algorithm, $a$, is safe with respect to $g$ if

$$\Pr \left( g(a(D)) \leq 0 \right) \geq 1 - \delta,$$

(3.2)

for some confidence threshold, $\delta \in [0, 1]$. Training algorithms designed with safety considerations in mind offer significant advantages for many applications. Nonetheless, even the safety-aware algorithms described in Chapter 1.1 can be of limited practical use because of the problem of demographic shift. In short, the apparent performance and safety guarantees associated with these algorithms are only valid after deployment if the trained models are evaluated using data sampled from the same distribution that was sampled for training. However, in many social applications certain subgroups of the population might be over- or under-represented in the training data compared to what will be encountered once the model is deployed. For example, individuals identifying as male or female might be equally represented in the dataset used to train a model, but once the model is deployed, it might be considerably more likely to encounter females compared to males. Consequently, any safety guarantees that were provided by the algorithm may fail when the probability of encountering these subgroups changes between training and deployment.

In order to reason about such differences between the training and deployment data distributions, we associate each observation with a demographic attribute, drawing on terminology relevant to many social applications. Specifically, we augment each data instance with a random variable representing the demographic attribute, denoted $T \in \mathcal{T}$. The demographic attribute is often distinct from the other variables defining each observation, but it does not need to be. For example, if the fairness of a classifier is based on the race of each individual, but the distribution over
races might change after the model is deployed, then the safety attribute, $S$, and the demographic attribute, $T$, may be the same.

Given the demographic attribute, we let $(X, Y, S, T)$ represent an instance observed during training, and let $(X', Y', S', T')$ represent an instance encountered once the model is deployed. To formalize the effect of demographic shift, we assume that the marginal distribution of the demographic attribute may change between training and deployment, but that the pre- and post-shift joint distributions over instances are otherwise identical. Concretely, this can be summarized by the following two conditions, which we refer to as the demographic shift assumptions:

\begin{align}
\exists t \in \mathcal{T} \quad & \text{s.t.} \quad \Pr(T = t) \neq \Pr(T' = t), \quad \text{and}, \\
\forall (x, y, s, t), \quad & \Pr(X = x, Y = y, S = s \mid T = t) = \Pr(X' = x, Y' = y, S' = s \mid T' = t). 
\end{align}

Because the terms that define safety in (3.1) depend on $X$, $Y$, and $S$, it follows that any guarantees of safety based on $g$ may fail to hold after the model is deployed, which corresponds to replacing these random variables with $X'$, $Y'$ and $S'$. Formally, if $H' = h(X', Y', S', \theta)$ and $C' = c(X', Y', S', \theta)$, so that

$$g'(\theta) = \mathbb{E}[H' \mid C'] - \tau$$

measures the prevalence of unsafe behavior when $\theta$ is used after deployment, then the challenge presented by demographic shift is summarized by the observation that, for any training algorithm $a$,

$$\Pr(\ g(a(D)) \leq 0\ ) \geq 1 - \delta \quad \iff \quad \Pr(\ g'(a(D)) \leq 0\ ) \geq 1 - \delta.$$

The goal of this chapter is to propose training algorithms that satisfy the rightmost inequality—that is, algorithms that offer safety guarantees that are valid after demographic shift—and to provide results that demonstrate that these algorithms are effective in practice.
3.2 Seldonian Algorithms for Demographic Shift

To produce Seldonian algorithms with constraints that hold under demographic shift, we propose modifying the prototypical Seldonian algorithm shown in Algorithm 1 by updating the definition of $\text{HighConfidenceUpperBound}$ to return the worst-case value of the high-confidence upper bound on $g'(\theta_c)$ that might be encountered, given assumptions describing the demographic shift that might be observed. Intuitively, standard Seldonian algorithms compute a high-confidence upper bound on $g(\theta_c)$ that accounts for uncertainty due to the fact that $g(\theta_c)$ must be estimated using finite data, and uses this high-confidence upper bound to perform a safety test. As stated earlier, this formulation assumes that the training data is representative of what will be encountered after the model is deployed. However, if the user is able to provide specific details characterizing the demographic shift that will be observed after deployment, then it is possible to modify the high-confidence upper bound used in the safety test in order to account for this additional uncertainty.

In particular, if the change in the demographic marginal distribution, $\Pr(T)$, is known exactly, then we propose algorithms that reweight observations during training to compute a high-probability upper bound on the value of $g'(\theta_c)$ if $\theta_c$ were deployed. Unfortunately, it is often impractical to assume that, during training, the user is able to exactly specify the demographic shift that will be observed after deployment. If the demographic shift is not known then these high-confidence upper bounds described above cannot be computed exactly. To address this, we also propose algorithms based on performing a worst-case optimization of these high-confidence upper bounds to determine the largest value that might be encountered while satisfying the user’s assumptions. By using the resulting value in the safety test described in Algorithm 1, we obtain Seldonian algorithms that provide high-confidence guarantees of safety under demographic shift, even when the future distribution over demographics is not known exactly.

In the following sections, we provide extensions to $\text{HighConfidenceUpperBound}$ from Algorithm 1 that apply when the safety test is based on Hoeffding’s inequality [32] or inversion of the Student’s $t$-test [50]. Then, we describe how these techniques can be combined with the
proposals in Chapter 2 to handle more general safety definitions. Finally, we introduce a series of experiments to evaluate the effectiveness of our proposed algorithms, and provide results and discussion.

3.2.1 Robustness to Demographic Shift: Hoeffding-based Bounds

To begin, we consider the case in which there is no demographic shift, which forms the basis for our algorithms. Given \( n \) i.i.d. samples \( \{(H_i, C_i)\}_{i=1}^{n} \) that each satisfy \( \Pr(H_i) = \Pr(h(X, Y, S, \theta)) \) and \( \Pr(H_i) = \Pr(c(X, Y, S, \theta)) \), and assuming that \( H \in [a, b] \), Hoeffding’s inequality produces the following [48]:

\[
\Pr \left( \mathbb{E}[H|C] \leq \frac{1}{n_C} \sum_{i \in I_C} H_i + (b-a) \sqrt{\frac{\log(1/\delta)}{2n_C}} \right) \geq 1-\delta,
\]

where \( I_C \) are the indices of the samples for which \( C_i = \text{True} \), and \( n_C = |I_C| \). Since \( g(\theta) = \mathbb{E}[H|C] - \tau \), it follows that (3.2) holds if an algorithm \( a \) only returns models that satisfy,

\[
\frac{1}{n_C} \sum_{i \in I_C} H_i + (b-a) \sqrt{\frac{\log(1/\delta)}{2n_C}} - \tau \leq 0.
\]

In the next sections, we consider how to leverage this result to provide similar high-confidence upper bounds that hold under demographic shift.

3.2.1.1 Exactly Known Demographic Shift

To provide safety guarantees that hold under demographic shift, we require \( g'(\theta) \leq 0 \) with high probability, where \( g'(\theta) = \mathbb{E}[H'|C'] - \tau \). However, in this setting, \( H' \) and \( C' \) are defined with respect to the demographic-shifted distribution, for which no samples are available. Therefore, we seek a new random variable, \( \hat{H} \), which can be computed from the pre-shift variables, \( X, Y \) and \( S \), but that satisfies \( \mathbb{E}[\hat{H}|C] = \mathbb{E}[H'|C'] \). Using similar techniques to those used in importance
sampling, one can show that under the demographic shift assumptions, the following \( \hat{H} \) satisfies these requirements:

\[
\hat{H} := \phi(T)H,
\]

where \( \phi \) computes the importance weight associated with \( T \) defined by,

\[
\phi(t) := \frac{\Pr(C|T=t) \Pr(T'=t)}{\Pr(T=t|C) \sum_{t' \in \mathcal{T}} \Pr(C|T=t') \Pr(T'=t')} \quad \forall t \in \mathcal{T}.
\] (3.6)

This result is provided in Theorem 3.2.1.

**Theorem 3.2.1.** Assume that \( \Pr(T=t) \geq 0 \) for all \( t \in \mathcal{T} \). If the demographic shift properties hold, then the random variable \( \hat{H} := \phi(T)H \) satisfies \( \mathbb{E}[H'|C'] = \mathbb{E}[\hat{H}|C] \), where \( \phi \) is defined in (3.6).

**Proof.** First, we write \( \mathbb{E}[H'|C'] \) as a sum over expected values conditioned on the value of the demographic attribute by applying the law of total probability [66]:

\[
\mathbb{E}[H'|C'] = \sum_{t \in \mathcal{T}} \mathbb{E}[H'|C', T'=t] \Pr(T'=t|C')
\]

\[
= \sum_{t \in \mathcal{T}} \mathbb{E}[H|C, T=t] \Pr(T'=t|C').
\] (Using (3.4))

Here, the second line follows from the second demographic shift assumption, which states that for all \( t \in \mathcal{T} \) and \( x, y, s \in \mathcal{X} \times \mathcal{Y} \times \mathcal{S} \), \( \Pr(X'=x, Y'=y, S'=s|T'=t) = \Pr(X=x, Y=y, S=s|T=t) \).

Next, we multiply each term by \( \Pr(T=t|C') \) / \( \Pr(T=t|C) = 1 \), reorganize terms, and write the sum over \( t \in \mathcal{T} \) as a single expected value:

\[
\mathbb{E}[H'|C'] = \sum_{t \in \mathcal{T}} \mathbb{E}[H|C, T=t] \left( \frac{\Pr(T=t|C')}{\Pr(T=t|C)} \right) \Pr(T'=t|C')
\]

\[
= \sum_{t \in \mathcal{T}} \mathbb{E}[H|C, T=t] \left( \frac{\Pr(T'=t|C')}{\Pr(T=t|C)} \right) \Pr(T=t|C)
\]

\[
= \mathbb{E} \left[ \phi(T)H | C \right],
\]
where,
\[ \phi(t) = \frac{\Pr(T'=t|C')}{\Pr(T=t|C)}. \]

Finally, we rewrite \( \phi(t) \) to only depend on the post-shift marginal distribution, \( \Pr(T'=t) \), and the pre-shift conditional distributions, \( \Pr(T=t|C) \) and \( \Pr(C|T=t) \), for each \( t \in \mathcal{T} \):

\[
\phi(t) = \frac{\Pr(T'=t|C')}{\Pr(T=t|C)} = \frac{\Pr(C'|T'=t) \Pr(T'=t)}{\Pr(T=t|C) \Pr(C')} \tag{Using Bayes Theorem}
= \frac{\Pr(C|T=t) \Pr(T'=t)}{\Pr(T=t|C) \Pr(C')} \tag{Using (3.4)}
= \frac{\Pr(C|T=t) \Pr(T'=t)}{\Pr(T=t|C) \sum_{t' \in \mathcal{T}} \Pr(C'|T=t') \Pr(T'=t') \Pr(T=t)} \tag{Using (3.4)}
= \frac{\Pr(C|T=t) \Pr(T'=t)}{\Pr(T=t|C) \sum_{t' \in \mathcal{T}} \Pr(C'|T=t') \Pr(T=t') \Pr(T'=t')}.
\]

The variable \( \hat{H} := \phi(T)H \) has the advantage that, because it is defined solely with respect to pre-shift random variables, it is possible to generate i.i.d. samples of \( \hat{H} \) using data available during training. In particular, let \( D = \{(X_i, Y_i, S_i, T_i)\}_{i=1}^n \) be a set of i.i.d. input observations. A set of i.i.d. observations for \( \hat{H} \) is obtained by computing \( \{\hat{H}_i\}_{i \in \mathcal{I}_C} \), where each \( \hat{H}_i = \phi(T_i)h(X_i, Y_i, S_i, \theta) \).

Using the set of observations, \( \{\hat{H}_i\}_{i \in \mathcal{I}_C} \), we can apply Hoeffding’s inequality to derive a high-confidence upper bound on \( \mathbb{E}[\hat{H}|C] \):

\[
\Pr \left( \mathbb{E}[\hat{H}|C] \leq \frac{1}{n_C} \sum_{i \in \mathcal{I}_C} \hat{H}_i + (b'-a') \sqrt{\frac{\log(1/\delta)}{2n_C}} \right) \geq 1-\delta.
\]
However, since $\mathbb{E}[\hat{H}|C] = \mathbb{E}[H'|C']$ by Theorem 3.4.1, this expression also provides a high-confidence upper bound suitable for assessing safety after demographic shift:

$$\Pr\left(\mathbb{E}[H'|C'] \leq \frac{1}{n_C} \sum_{i \in \mathcal{I}_C} \hat{H}_i + (b' - a') \sqrt{\frac{\log(1/\delta)}{2n_C}}\right) \geq 1 - \delta. \quad (3.7)$$

One caveat in the above is that while $H \in [a, b]$, the range of $\hat{H}$ must take into account the possible values of $\phi(T)$. Specifically, we have

$$a' := \inf_{t \in \mathcal{T}} a \phi(t) \quad \text{and} \quad b' := \sup_{t \in \mathcal{T}} b \phi(t),$$

which follows from the observation that $\phi(t) \geq 0$ for all $t \in \mathcal{T}$. Using these results, and recalling that $g'(\theta) := \mathbb{E}[H'|C'] - \tau$, it follows $g'(\theta) \leq 0$ with high probability if,

$$\frac{1}{n_C} \sum_{i \in \mathcal{I}_C} \hat{H}_i + \left(\sup_{t \in \mathcal{T}} b \phi(t)' - \inf_{t \in \mathcal{T}} a \phi(t)\right) \sqrt{\frac{\log(1/\delta)}{2n_C}} - \tau \leq 0, \quad (3.8)$$

where each $\hat{H}_i$ depends on $\theta$ by the definition, $\hat{H}_i := \phi(T_i)h(X_i, Y_i, S_i, \theta)$. From (3.8), it is clear that if the pre-shift conditionals, $\Pr(C|T=t)$ and $\Pr(T=t|C)$, can be accurately computed for all $t \in \mathcal{T}$, and if the post-shift demographic marginals, $\Pr(T'=t)$, are known during training, then $g'(\theta)$ can be upper-bounded even when data from the post-shift distribution is unavailable. Consequently, these quantities can be used to construct a Seldonian algorithm that ensures that its output is safe under the specified demographic shift.

### 3.2.1.2 Bounded Demographic Shift

Unfortunately, it is often impractical to assume that the post-shift marginal distribution is known exactly during training. To address this, we consider the setting in which the user is able to provide a set of probability distributions over $\mathcal{T}$ that contains the unknown future marginal
distribution. For notational convenience, let \( q^* \) represent the true (unknown) post-shift marginal distribution over demographics, so that \( q^*_{t} := \Pr(T' = t) \). If the user provides a set of probability distributions over the elements of \( T' \), denoted by \( Q \), that satisfies \( q^* \in Q \), then a high-confidence upper bound on \( g'(\theta) \) can be found by computing the worst case value of the high-confidence upper bound attained for any \( q \in Q \).

To begin, we parameterize the high-confidence upper bound in (3.8) to explicitly depend on a possible post-shift demographic distribution, \( q \):

\[
\Pr \left( g'(\theta) \leq U_{\text{hoeff}}(g, D, \theta; q^*) \right) \geq 1 - \delta,
\]

where

\[
U_{\text{hoeff}}(g, D, \theta; q) = \frac{1}{n_C} \sum_{i \in \mathcal{I}_C} \phi(T_i; q) h(X_i, Y_i, S_i, \theta)
\]

\[
+ \left( \sup_{t \in T} b \phi(t; q) - \inf_{t \in T} a \phi(t; q) \right) \sqrt{\frac{\log(1/\delta)}{2n_C} - \tau},
\]

and

\[
\phi(t; q) := \frac{\Pr(C|T = t) q_t}{\Pr(T = t|C) \sum_{t' \in T} \Pr(C|T = t') q_{t'}}.
\]

While the true post-shift marginal distribution, \( q^* \), is assumed to be unknown, it is clear that if \( q^* \in Q \), then

\[
U_{\text{hoeff}}(g, D, \theta; q^*) \leq \sup_{q \in Q} U_{\text{hoeff}}(g, D, \theta; q).
\]

Computing the supremum of \( U_{\text{hoeff}} \) for \( q \in Q \) is complicated by the fact that the value of the high-confidence upper bound depends on the infimum and supremum values of \( q \). Consequently, \( U_{\text{hoeff}} \) might not be a smooth function of \( q \), and its supremum cannot be found in closed form. Therefore, we propose to use a numerical optimizer to approximate the supremum of \( U_{\text{hoeff}} \) over \( q \in Q \). In our implementations, for example, we applied simplicial homology optimization [21], which is proven...
to converge to global optima of non-smooth functions subject to equality and inequality constraints such as those defined by the condition, $q \in \mathcal{Q}$.

### 3.2.2 Robustness to Demographic Shift: Bounds based on the Student’s t-Test

The strategy proposed above can be summarized as first parameterizing a function that computes the high-confidence upper bound to explicitly depend on the demographic distribution after deployment, and then performing a worst case analysis over the deployment distributions that might be encountered. While the high-confidence upper bounds proposed above are based on Hoeffding’s inequality, the same strategy can also be applied to design high-confidence upper bounds under demographic shift that use other inequalities.

For example, given $n$ i.i.d. samples $\{(H_i, C_i)\}_{i=1}^n$, let $\mathcal{I}_C$ be the indices of the samples for which $C_i = \text{True}$, and let $n_C = |\mathcal{I}_C|$. By inverting the commonly-used Student’s $t$-Test [50] and applying Bessel’s correction for sample standard deviations, one can derive the following high-confidence upper bound on the expected value, $\mathbb{E}[H|C]$:

$$\Pr \left( \mathbb{E}[H|C] \leq \frac{1}{n_C} \sum_{i \in \mathcal{I}_C} H_i + \frac{\tilde{\sigma}}{\sqrt{n_C}} t_{1-\delta,n_C-1} \right) \geq 1-\delta, \tag{3.9}$$

where $\tilde{\sigma}$ is the sample standard deviation of the samples of $H_i$ for which $C_i = \text{True}$ including Bessel’s correction,

$$\tilde{\sigma} := \sqrt{\frac{1}{n_C-1} \sum_{i \in \mathcal{I}_C} \left( H_i - \frac{1}{n_C} \sum_{j \in \mathcal{I}_C} H_j \right)^2},$$

and $t_{1-\delta,n_C-1}$ is the $1-\delta$ quantile of the Student’s $t$ distribution with $n_C-1$ degrees of freedom. Note that while (3.9) only holds exactly if $\frac{1}{n_C} \sum_{i \in \mathcal{I}_C} H_i$ is a normally distributed random variable, the central limit theorem states that the distribution of this quantity converges to a normal distribution as $n_C \to \infty$ regardless of the distribution of each $H_i$, making this approximation reasonable for large $n_C$ [59].
In the following sections, we show how this high-confidence upper bound can be modified to derive a high-confidence upper bound on the demographic-shifted expected value, $E[H'|C']$, when the distribution of the demographic variable is known exactly, and when it is known to be in some set.

### 3.2.2.1 Exactly Known Demographic Shift

In order to derive a high-confidence upper bound on $E[H'|C']$, where $H'$ and $C'$ represent the observable and condition after demographic shift has occurred, we again use Theorem 3.2.1. In particular, Theorem 3.2.1 states that the expected value using the demographic-shifted variables, $H'$ and $C'$—that is, $E[H'|C']$—is equivalent to the importance-weighted expected value $E[\phi(T)H|C]$, which can be estimated using data available during training. Recall that the weighting function, $\phi$, depends on the distribution of the demographic after demographic shift occurs, as well as several quantities that can be estimated during training:

$$\phi(t) := \frac{\Pr(C'|T'=t)}{\Pr(C'|T=t)} = \frac{\Pr(C|T=t) \Pr(T'=t)}{\Pr(T=t|C) \sum_{t' \in T} \Pr(C|T=t') \Pr(T'=t')} \quad \forall t \in T.$$  

To obtain a high-confidence upper bound on $E[H'|C']$, we leverage Theorem 3.2.1 and apply (3.9) to the reweighted observations, $\{\phi(T_i)H_i\}_{i \in \mathcal{I}_C}$. This results in the following:

$$\Pr \left( E[H'|C'] \leq \frac{1}{n_C} \sum_{i \in \mathcal{I}_C} \phi(T_i)H_i + \frac{\tilde{\sigma}'}{\sqrt{n_C}} t_{1-\delta,n_C-1} \right) \geq 1-\delta, \quad (3.10)$$

where $\tilde{\sigma}'$ is the sample standard deviation of the reweighted samples for which $C_i = \text{True}$:

$$\tilde{\sigma}' := \sqrt{\frac{1}{n_C-1} \sum_{i \in \mathcal{I}_C} \left( \phi(T_i)H_i - \frac{1}{n_C} \sum_{j \in \mathcal{I}_C} \phi(T_i)H_j \right)^2}. \quad (3.11)$$

Using this result, it is straightforward to design a quasi-Seldonian algorithm that provides safety guarantees that hold under demographic shift. If we assume that the user would like to
ensure that with high probability, an algorithm produces a safe result using \( g(\theta) := \mathbb{E}[H|C] - \tau \) and subject to demographic shift, it suffices to define the high-confidence upper bound used in the safety test—that is, \( \text{HighConfidenceUpperBound} \) in Algorithm 1—to compute the value of,

\[
U_{t\text{-test}}(g, D_s, \delta) := \frac{1}{n_C} \sum_{i \in I_C} \phi(T_i) H_i + \frac{\tilde{\sigma}}{\sqrt{n_C}} t_{1-\delta, n_C-1} - \tau,
\]

(3.12)

where \( \tilde{\sigma}' \) is the sample standard deviation of the samples of \( \hat{H}_i = \phi(T_i) H_i \) defined in (3.11). The resulting quasi-Seldonian algorithm can be used as long as the post-shift marginal probabilities, \( \Pr(T' = t) \), are known for each \( t \in \mathcal{T} \). Note that we refer to this as a quasi-Seldonian algorithm because the high-confidence upper bound in (3.10) is only valid approximately as \( n_C \to \infty \).

### 3.2.2.2 Bounded Demographic Shift

Next, we consider how to extend the high-confidence upper bound in (3.12) to apply when the demographic-shifted marginal distribution, \( \Pr(T' = t) \), is not known exactly, but is known to lie in some set of distributions, \( \mathcal{Q} \). Specifically, if \( q^* \) denotes the true post-shift demographic distribution, defined by \( q^*_t := \Pr(T' = t) \) for each \( t \in \mathcal{T} \), then we assume that \( q^* \in \mathcal{Q} \). Similar to our strategy in Section 3.2.1.2, we accomplish this by parameterizing \( U_{t\text{-test}} \) to explicitly depend on the post-shift demographic distribution, and calculate the worst-case value of the upper bound for all demographic distributions in \( \mathcal{Q} \).

First, we write the high-confidence upper bound function in (3.12) to explicitly depend on the choice of post-shift demographic distribution, \( q \):

\[
U_{t\text{-test}}(g, D, \delta; q) := \frac{1}{n_C} \sum_{i \in I_C} \phi(T_i; q) H_i + \frac{\tilde{\sigma}'_q}{\sqrt{n_C}} t_{1-\delta, n_C-1} - \tau,
\]

where

\[
\tilde{\sigma}'_q = \sqrt{\frac{1}{n_C - 1} \sum_{i \in I_C} \left( \phi(T_i; q) H_i - \frac{1}{n_C} \sum_{i \in I_C} \phi(T_i; q) H_i \right)^2},
\]
and
\[ \phi(t; q) := \frac{\Pr(C|T=t)q_t}{\Pr(T=t|C) \sum_{t' \in T} \Pr(C|T=t')q_{t'}}. \]

Note that if the post-shift demographic distribution is known, then \( U_{t,\text{test}}(g, D, \delta; q^*) \) is identical to (3.12) for any input dataset, \( D \). However, if \( q^* \) is not known, but is contained in \( Q \), then we compute the largest value of \( U_{t,\text{test}}(g, D, \delta; q) \) for all \( q \in Q \), which is necessarily at least as large as \( U_{t,\text{test}}(g, D, \delta; q^*) \):
\[ U_{t,\text{test}}(g, D, \delta; q^*) \leq \sup_{q \in Q} U_{t,\text{test}}(g, D, \delta; q). \]

As with the comparable high-confidence bounds based on Hoeffding’s inequality, we numerically compute this supremum using simplicial homology optimization [21].

### 3.3 Integrating Robust Bounds into Seldonian algorithms

Having described methods for computing high-confidence upper bounds on \( g'(\theta) \), which measures the prevalence of unsafe behavior when \( \theta \) is deployed under demographic shift, we now discuss how these results can be used for the design of Seldonian machine learning algorithms. Revisiting the pseudocode that describes a prototypical Seldonian algorithm, we propose that Seldonian algorithms that account for demographic shift can be obtained by modifying the function \texttt{HighConfidenceUpperBound} to be based on the bounds presented in this chapter.

Furthermore, these can be extended in a straightforward way to leverage the general interface proposed in Chapter 2. Specifically, Chapter 2 proposes an interface that supports computing upper bounds on \( g(\theta) \) that are based on multiple conditional expected values. To integrate the strategies proposed in this section, we compute the upper bounds presented here, as well as the corresponding lower bounds, for each statistic. For example, for bounds based on Hoeffding’s inequality, it is straightforward to apply the union bound to show that,
\[ \Pr \left( \inf_{q \in Q} L_{\text{hoeff}}(g, D, \theta; q) \leq g'(\theta) \leq \sup_{q \in Q} U_{\text{hoeff}}(g, D, \theta; q) \right) \geq 1 - 2\delta, \]
where,

\[
L_{\text{hoeff}}(g, D, \theta; q) = \frac{1}{n_C} \sum_{i \in I_C} \phi(T_i; q) h(X_i, Y_i, S_i, \theta)
\]

\[
- \left( \sup_{t \in \mathcal{T}} b \phi(t; q) - \inf_{t \in \mathcal{T}} a \phi(t; q) \right) \sqrt{\frac{\log(1/\delta)}{2n_C}} - \tau.
\]

Intervals such as these are computed for each statistic that appears in the definition of \( g \). Then, these intervals are used in place of the intervals described in Chapter 2, which do not account for the impact of demographic shift.

### 3.4 Evaluation and Results

In Section 3.2, we presented high-confidence upper bounds that can be used to design Seldonian algorithms that provide safety guarantees that hold after demographic shift. However, it is reasonable to ask whether or not the resulting algorithms are truly effective. For example, do the guarantees provided by these algorithms hold empirically, and do they require unreasonable amounts of data? In this section, we describe experiments designed to answer these questions.

First, we outline three specific hypotheses we seek to test in order to evaluate whether or not Seldonian algorithms based on the results of this chapter are effective. Next, we describe a set of experiments designed to test these hypotheses. This includes a discussion of the safety definitions we evaluated, our strategy for selecting assumptions on how the demographic distribution might change for each experiment, and a strategy for simulating the effect of demographic shift and evaluating relevant statistics such as accuracy and the value of \( g'(\theta) \) for any model, \( \theta \). Finally, we provide results and discussion comparing our proposed robust Seldonian algorithms to comparable standard Seldonian algorithms.
3.4.1 Hypotheses

In our experiments, we seek to answer three questions regarding the behavior of our proposed algorithms for overcoming demographic shift compared to existing approaches.

**Robustness of safety guarantees** The central question we wish to examine in these experiments is whether or not various algorithms, including our proposed methods, are able to provide high-probability guarantees of safe behavior that continue to hold under demographic shift in practice. We expect existing Seldonian algorithms to behave safely when evaluated on the training distribution, but to violate their safety constraints when evaluated on the demographic-shifted distributions. In contrast, we hypothesize that the robust algorithms we propose in this chapter will behave safely after demographic shift.

**Model accuracy** We also seek to determine whether or not our robust algorithms will achieve comparable accuracy compared standard Seldonian algorithms. Assessing this condition is complicated by the fact that, since the robust algorithms are solving a more constrained problem than the baselines, it is possible that the models trained using these methods will be unable to simultaneously achieve high accuracy and satisfy safety constraints after demographic shift. However, we use our experiments to produce qualitative evidence demonstrating how large the loss in accuracy might be in practice.

**Data efficiency** Finally, we seek to determine whether or not our robust algorithms will be capable of producing models—that is, to avoid returning NO_SOLUTION_FOUND—with reasonable amounts of training data compared to baselines.

3.4.2 Experimental Design

Evaluating the hypotheses listed above is complicated by the fact that, in order to assess the validity of safety guarantees and to assess the data efficiency of our proposed algorithms, we require multiple pairs of datasets sampled from the same underlying distribution, and which exhibit
a known amount of demographic shift. If, for example, a single pair of datasets exhibiting demographic shift were used, it could provide evidence about the accuracy of models produced using these algorithms, but would not allow us to assess whether the safety guarantees hold with the required probability, nor to properly assess the amount of data required for such algorithms to reliably return solutions instead of "NO_SOLUTION_FOUND." To overcome this difficulty, we developed an experimental design based on simulating training datasets by resampling from a fixed population. Randomly sampling training datasets from the population using a known distribution and precisely controlling the deployment distribution offers several advantages for evaluating the hypotheses listed above. For example, this design ensures that any failures—that is, instances in which the model produced by our algorithms returns unsafe solutions with a larger frequency than specified—can be properly attributed to a failure of the high-confidence upper bounds we propose, instead of being due to violation of the user’s assumptions on demographic shift. In addition, because the underlying population, as well as the training and deployment distributions, are known, it is straightforward to compute exact values for $g(\theta)$ and $g'(\theta)$. Therefore, we decided to base our experiments on uniformly sampling training datasets from the population, training a model using either our proposed algorithms or other baselines, and finally evaluating the safety of that model after demographic shift by antagonistically searching for a new distribution over the population that satisfies the user’s assumptions, but otherwise maximizes the prevalence of unsafe behavior.

Following this design, there are three components that are required. First, our experiments require a dataset to be used as the population, and a concrete classification problem statement. In Section 3.4.3, we present the problem statement used in our experiments and provide details on the data we used. Next, we require a set of example inputs that a user might provide to our algorithms. These inputs consist of a safety definition, $g$, as well as a set of marginal demographic distributions, $Q$, that the user assumes contains the true demographic distribution that will be observed after deployment. Details for how we generated the example user input for each experiment are provided in Section 3.4.4. Finally, our experiments require a strategy for antagonistically selecting a new
distribution over the population that has a marginal demographic distribution \( q^* \) that satisfies \( q^* \in Q \) and otherwise maximizes the prevalence of unsafe behavior for a given model. This component of our experiments is described in Section 3.4.5.

Given these components, our experiments were conducted as follows. First, for each experiment, we specify a safety constraint and an assumption on how much the demographic distribution might change after model deployment. Then, we repeat several trails, where for each trial, we first generate a training dataset by resampling uniformly from the population with replacement. Then, we apply each algorithm being evaluated to produce a set of trained models. We evaluate our proposed algorithms and compare to standard Seldonian algorithms. After the models are trained, we antagonistically select a new sampling distribution over the population for each model, denoted \( Q^* \), which is chosen to maximize the prevalence of unsafe behavior—that is, to maximize \( g'(\theta) \)—while satisfying the assumptions on demographic shift. In particular, note that \( Q^* \) denotes a chosen distribution over the population after deployment, whereas \( q^* \) is a corresponding distribution over the demographic attribute. Finally, we use oracle knowledge of the antagonistic distributions and the population to compute exact values for post-shift accuracy and safety for each model. Pseudocode for a single trial of our experiments is given in Algorithm 7. In the following sections, we describe our methodology in more detail, and provide specific experimental details.
3.4.3 Problem Statement and Notation

In our experiments, we consider the binary classification task of predicting whether or not a student’s grade point average (GPA) is above a certain threshold, while avoiding discriminatory behavior based on sex. Furthermore, we consider the setting in which the marginal distribution of the race of the students might change after deployment. If, for example, a model tends to make discriminatory decisions based on sex more often for a minority race compared to a majority race, then the model might make such decisions much more frequently on average if the distribution of races were to change after deployment.

Formally, we assume a training data observation consists of a tuple, \((X, Y, S, T)\), where \(X\) is a vector of predictive features, \(Y \in \{0, 1\}\) is a binary label representing whether or not the student’s GPA was above 3.0, the demographic attribute, \(T\), represents the race of the student, and \(S\) describes the sex of the student. Importantly, \(T\) and \(S\) are not directly used for prediction, and are not assumed to be available once the model is deployed.

Given this formulation, the central goal of each classification algorithm is to learn a model that achieves small classification error,

\[
\ell(\theta) = \mathbb{E}[\mathbb{I}[\theta(X) \neq Y]],
\]

where \(\mathbb{I}[c]\) is 1 if \(c\) is true and 0 otherwise. We evaluate the fairness of each model based on whether or not its predictions are discriminatory with respect to the sex of the student. Finally, we consider the setting in which, after the model is deployed, the demographic distribution—that is, the marginal distribution over student race—might change. In summary, our experiments are designed to determine whether or not various algorithms are able to provide high-confidence guarantees that their output models will not discriminate based on sex, even when the distribution of student races might change after deployment.
For our experiments, we used data describing 43,303 students applying to universities. Each feature vector representing a student consisted of their scores on nine entrance exams, and the goal of each classification algorithm was to predict whether or not the student’s GPA was above 3.0. In addition, the dataset included information about the race and sex of each student, which we used as the demographic attribute and safety attribute, respectively. Consequently, this data allowed us to assess our hypothesis about whether or not safety constraints based on the sex of each student would continue to hold if the distribution over race were to change after each model is deployed. In the following sections, we describe our methodology for specifying these safety constraints, as well as our assumptions on how the distribution over student races could change.

### 3.4.4 Specifying User Inputs

In this section we describe the example user inputs that we applied to generate our experiments. During real-world application of our methods, these inputs would be provided by the user, and the methods are not limited by the choices made below.

First, we discuss how we defined undesirable behavior for each experiment. In practice, the choice of safety definition, $g$, and failure tolerance, $\delta$, is given by the user, so the definitions used in our experiments were chosen to illustrate that our methods work for a variety of problems, and do not influence whether or not the results of our experiments are valid. Therefore, we selected five definitions of fairness that have been studied in existing work, and which leverage the interface proposed in Chapter 2. Specifically, we performed separate experiments for five definitions of fairness, which are similar to those used in our experiments in Chapter 2. While the principles for each definition are the same as those in Chapter 2, in these experiments, we based the protected subgroups for each definition on the sex of each individual, instead of their race. When conducting these experiments, we combined the results described in this chapter with the interface proposed in Chapter 2, in order to show that our methods are able to provide safety guarantees under demographic shift for practical definitions of safety. Details and motivation for selecting these
definitions are provided in Section 2.5.1, but the specific definitions are shown in Figure 3.4.4 for completeness.

To complete the problem specification for each experiment, we provided example assumptions that the user might place on the possible demographic distributions that could be encountered in the deployment environment. Specifically, this step requires defining a set $\mathcal{Q}$ that the user assumes will contain the future distribution over the demographic attribute. Because the choice of $\mathcal{Q}$ is considered an input from the user, our strategy for selecting $\mathcal{Q}$ does not impact the validity of our results. As a result, while the algorithms that we propose work well for any demographic assumptions of the form,

$$\mathcal{Q} := \left\{ q \text{ s.t } \forall t \in T, \ q_t \in [a_t, b_t], \ q_t \geq 0, \text{ and } \sum_{t \in T} q_t = 1 \right\},$$

we generated $\mathcal{Q}$ in our experiments by inflating a region around the true demographic marginal probabilities when sampling uniformly from the population. Intuitively, this strategy can be seen as interpolating between assuming no demographic shift and assuming completely unknown demographic shift, using an interpolation factor, $\alpha$.

Formally, if $p_t := \Pr(T=t)$ is the true probability of encountering demographic $t$ when sampling uniformly from the population, then we set $a_t$ and $b_t$ by computing,

$$a_t = (1-\alpha)p_t \quad \text{and} \quad b_t = (1-\alpha)p_t + \alpha,$$

where $\alpha \in [0, 1]$. We then defined $\mathcal{Q}$ in each experiment based on (3.4.4). Using this scheme, setting $\alpha = 1$ causes the interval for $\Pr(T=t)$ to become $[0, 1]$, while setting $\alpha = 0$ produces the point interval $[p_t, p_t]$. In our experiments, we set $\alpha=0.3$ to simulate the case in which the user has some, but not complete, knowledge about the demographic distribution.
Demographic Parity [20, 6]:

\[ g_{\text{DP}}(\theta) := \left| \mathbb{E}[\theta(X)|S=\text{female}] - \mathbb{E}[\theta(X)|S=\text{male}] \right| - 0.1 \]

Disparate Impact [27, 9, 63]:

\[ g_{\text{DI}}(\theta) := 0.8 - \min \left\{ \frac{\mathbb{E}[\theta(X)|S=\text{female}]}{\mathbb{E}[\theta(X)|S=\text{male}]}, \frac{\mathbb{E}[\theta(X)|S=\text{male}]}{\mathbb{E}[\theta(X)|S=\text{female}]} \right\} \]

Equal Opportunity [30, 9]:

\[ g_{\text{EOp}}(\theta) := \left| \mathbb{E}[\theta(X)|Y=0, S=\text{female}] - \mathbb{E}[\theta(X)|Y=0, S=\text{male}] \right| - 0.1 \]

Predictive Equality [9, 12]:

\[ g_{\text{PE}}(\theta) := \left| \mathbb{E}[1-\theta(X)|Y=1, S=\text{female}] - \mathbb{E}[1-\theta(X)|Y=1, S=\text{male}] \right| - 0.1 \]

Equalized Odds [30]:

\[ g_{\text{EOd}}(\theta) := \left| \mathbb{E}[\theta(X)|Y=0, S=\text{female}] - \mathbb{E}[\theta(X)|Y=0, S=\text{male}] \right| + \left| \mathbb{E}[1-\theta(X)|Y=1, S=\text{female}] - \mathbb{E}[1-\theta(X)|Y=1, S=\text{male}] \right| - 0.1. \]

Figure 3.1. Exact definitions of fairness used our experiments on evaluating safety guarantees under demographic shift. Details motivating these definitions can be found in Section 3.4.4. These definitions were selected to evaluate whether the algorithms proposed in this chapter were able to provide safety guarantees under demographic shift for a variety of practical definitions. In our experiments, these definitions were specified as text input, and were parsed and bounded using the interface proposed in Chapter 2.
3.4.5 Simulating and Evaluating the Impact of Demographic Shift

Here, we describe our procedure for simulating the impact of demographic shift given the population described above. Intuitively, after generating a training dataset, we antagonistically select a new, non-uniform distribution over the population, which satisfies the user’s assumptions on demographic shift—that is, that the marginal distribution over demographics is contained in $Q$—but otherwise maximizes the prevalence of unsafe behavior. Since the population and sampling distributions are known during evaluation, this oracle knowledge can be used to compute exact values for various statistics, such as expected classification accuracy and the value of $g'(\theta)$ for any model $\theta$.

To make this procedure formal, let the input dataset—that is, the population—be denoted by $D_{pop}$:

$$D_{pop} := \{(x_i, y_i, s_i, t_i)\}_{i=1}^n.$$

Note that we do not refer to this set using the standard notation for random variables because in the context of our experiments, the population is treated as a fixed, non-random underlying population. To generate a random training dataset, $D$, consisting of $n_0$ samples, we sample observations uniformly from $D_{pop}$ with replacement. Specifically, if $P$ denotes the uniform distribution over the observations in $D_{pop}$, then training datasets are defined by $D := \{(X_j, Y_j, S_j, T_j)\}_{j=1}^{n_0}$, where each $(X_j, Y_j, S_j, T_j) \sim P$.

Next, we generate a new distribution over the population that satisfies the user’s assumptions but otherwise maximizes the prevalence of unsafe behavior for a given model, which we denote by $Q$. However, to comply with the user’s assumptions on demographic shift, $Q$ must be selected carefully. The following theorem provides the conditions that $Q$ must satisfy to achieve this.

**Theorem 3.4.1.** Let $P$ denote a uniform distribution over $D_{pop}$, a population consisting of $n$ observations, $D_{pop} := \{(x_i, y_i, s_i, t_i)\}_{i=1}^n$. Assume that the demographic attribute takes values in some set $\mathcal{T}$, and that each demographic $t \in \mathcal{T}$ occurs at least once in the population. Next, assume that
**Proof.** To show this result, we derive an expression for \( Q \) that has these properties by construction.

First, we expand the post-shift joint distribution using the laws of conditional probability:

\[
Q(X=x, Y=y, S=s, T=t) = Q(X=x, Y=y, S=s|T=t)Q(T=t).
\]

Next, we apply the second demographic shift assumption:

\[
Q(X=x, Y=y, S=s, T=t) = P(X=x, Y=y, S=s|T=t)Q(T=t).
\]

Then, we represent the conditional \( P(X, Y, S|T=t) \) as a ratio using laws of conditional probability:

\[
Q(X=x, Y=y, S=s, T=t) = \frac{P(X=x, Y=y, S=s, T=t)}{P(T=t)}Q(T=t).
\]

Because \( P \) is a uniform distribution over the observations in \( \mathcal{D}_{\text{pop}} \), it follows that the value of \( P(X=x, Y=y, S=s, T=t) \) is simply the number of occurrences of \( (x, y, s, t) \) in \( \mathcal{P} \) divided by the total number of samples in the population, \( n \). Similarly, \( P(T=t) \) is simply the number of observations that have demographic attribute equal to \( t \), divided by \( n \). Since we assume that each demographic is observed in the population, it follows that \( P(T=t) > 0 \) for all \( t \in \mathcal{T} \). Let \( N_{\mathcal{D}_{\text{pop}}}[x, y, s, t] \)
denote the number of observations in $\mathcal{D}_{\text{pop}}$ that are equal to $(x, y, s, t)$ and let $N_{\mathcal{D}_{\text{pop}}}[t]$ denote the number of observations that have demographic attribute equal to $t$. It follows that for any observation, $(x, y, s, t) \in \mathcal{D}_{\text{pop}}$ we have

$$Q(x=x, y=y, s=s, t=t) = \frac{N_{\mathcal{D}_{\text{pop}}}[x, y, s, t]}{n} Q(T=t) = \frac{N_{\mathcal{D}_{\text{pop}}}[x, y, s, t]}{N_{\mathcal{D}_{\text{pop}}}[t]} Q(T=t).$$

Finally, we define the marginal distribution of $Q$ over demographics to be given by $q$:

$$Q(x=x, y=y, s=s, t=t) = \frac{N_{\mathcal{D}_{\text{pop}}}[x, y, s, t]}{N_{\mathcal{D}_{\text{pop}}}[t]} q_t.$$  

Since $Q$ has the same conditional distribution given the demographic as $P$ by construction, it satisfies the demographic shift assumptions. Furthermore, since the marginal distribution of $Q$ over demographics is defined to be given by $q$, which satisfies $q \in Q$, it also satisfies the user’s assumptions on demographic shift.

Theorem 3.4.1 shows that, given any $q \in Q$, we can construct a distribution over the population which satisfies the demographic shift assumptions. Therefore, to select antagonistically select a distribution to maximize the prevalence of unsafe behavior for a given model, $\theta$, we numerically optimize $g'(\theta)$ over $q \in Q$ using simplical homology optimization [21] to determine the maximizing marginal distribution, $q^*$, and then define the distribution over $\mathcal{D}_{\text{pop}}$ using Theorem 3.4.1.

Theorem 3.4.1 can also be used to compute exact values for various statistics of interest during evaluation, such as expected classification accuracy or the value of $g'(\theta)$ for any model, $\theta$. For example, consider estimating the post-shift classification accuracy of a model, $\theta$, given by $\mathbb{E}_Q[\mathbb{I}[\theta(X)=Y]]$. If $\hat{\mathcal{D}}_{\text{pop}}$ denotes the set of unique observations in $\mathcal{D}_{\text{pop}}$, then we have

$$\mathbb{E}_Q[\mathbb{I}[\theta(X)=Y]] = \sum_{(x, y, s, t) \in \hat{\mathcal{D}}_{\text{pop}}} \mathbb{I}[\theta(x)=y] Q(x=x, y=y, s=s, T=t)$$

$$= \sum_{(x, y, s, t) \in \hat{\mathcal{D}}_{\text{pop}}} \mathbb{I}[\theta(x)=y] \frac{N_{\mathcal{D}_{\text{pop}}}[x, y, s, t]}{N_{\mathcal{D}_{\text{pop}}}[t]} Q(T=t).$$
Analogous expressions can be used to compute exact values for post-shift model accuracy, as well as the value of \( g'(\theta) \) for any model \( \theta \).

### 3.5 Results

In the previous section, we described a set of experiments designed to evaluate several hypotheses about the effectiveness of our proposed Seldonian algorithms. In this section, we describe the results of these experiments, which verify our claims that the algorithms proposed in this chapter are effective at providing safety guarantees that hold under demographic shift, while existing algorithms are not effective.

In our experiments, we evaluated four training algorithms to test our hypotheses. All four algorithms were configured to produce linear models on the features, \( X \), to ensure that no algorithm had an advantage over the others due to using more complex, nonlinear models to generate predictions. First, we include results for the algorithms proposed in this chapter based on Hoeffding’s inequality and based on inversion of the Student’s \( t \)-test. These are denoted by \( \text{Seldonian}_{DS} \) and \( \text{quasi-Seldonian}_{DS} \), and shown in green in our figures. Finally, to assess whether or not our algorithms would be more effective under demographic shift than prior Seldonian algorithms, we include results for two comparable standard Seldonian algorithms. In particular, we selected Seldonian algorithms based on Hoeffding’s inequality and based on inversion of the Student’s \( t \)-test, which are referred to as \( \text{Seldonian} \) and \( \text{quasi-Seldonian} \) in our figures and shown in blue [54].

#### 3.5.1 Evaluation and Reporting

In order to test the hypotheses in Section 3.4.1, we record several values produced for each trial of our experiments.

First, to assess whether or not the safety guarantees provided by our algorithms are empirically valid, we recorded, for each trial, whether or not each algorithm resulted in a safety failure during training or after deployment. Specifically, a safety failure occurs when any algorithm produces a
model—as opposed to NO\_SOLUTION\_FOUND—that is unsafe. To detect safety violations during training, we computed the true value of $g(\theta)$, where $\theta$ is the model returned by the algorithm, and tested whether or not it was above zero. Then, to detect a safety violation after deployment, we computed $g'(\theta)$ for each model, using oracle knowledge of the population and the antagonistic resampling distribution.

Next, to assess our hypothesis regarding the accuracy of models produced by our algorithms, we computed the true accuracy of each trained model before and after deployment. To compute these values, we used oracle knowledge of the population, as well as the sampling distributions that generated each training and deployment dataset. However, the assessment of whether or not our algorithms are effective at producing accurate models under demographic shift constraints is complicated by the fact that our proposed algorithms may return models that achieve lower accuracy than standard Seldonian algorithms for multiple reasons. First, our algorithms might return models with lower performance because they must account for uncertainty in the deployment distribution, which standard methods ignore. Because this performance loss is due to constraints placed by the user—namely that with high confidence the algorithms should return models that are safe after demographic shift—this performance loss does not reflect a shortcoming of our proposed algorithms. However, it is also possible that accurate models exist that are safe under demographic shift, but our algorithms are unable to identify them.

To determine which forms of performance loss are responsible for any decrease in accuracy exhibited by our proposed algorithms, we also estimate the best possible classification accuracy that can be achieved by a linear model 1) without safety constraints, 2) while satisfying safety constraints defined on the training distribution, and 3) while satisfying safety constraints that must hold under demographic shift. Thus, if the accuracy of our models approach these best-case values, it implies that any loss in accuracy when considering the possibility of demographic shift is due to the strictness of the user’s constraints, and not the algorithms we propose. Initially, we performed the search for linear models that achieve best-case accuracy using a brute force search over the set
of all linear classifiers. However, we found that, even when randomly sampling a large number of linear models, the highest observed accuracy was significantly lower than the average accuracy of standard Seldonian algorithms, indicating that these algorithms were identifying a very small set of high-performing models that were extremely unlikely to be encountered using random search. Consequently, we approximated our best-case values by initializing a search using a model found using standard Seldonian algorithms, and fine-tuning the model to improve accuracy using covariance matrix adaptation evolution strategy (CMA-ES) [29]. As a result, the values we report are only approximations to the best-case values for accuracy, but provide a reasonable lower bound on the performance that might be expected under safety constraints, and under safety constraints that are required to hold under demographic shift.

Finally, we recorded statistics to assess the data efficiency of each algorithm. In particular, we sought to determine whether our algorithms would require prohibitive amounts of data to return safe models instead of NO_SOLUTION_FOUND, compared to standard Seldonian algorithms. For this, we recorded whether or not each algorithm returned a solution or NO_SOLUTION_FOUND for each trial. In addition, we conducted trials using various amounts of training data in order to assess how the probability of returning a model changes as a function of the amount of data provided.

These quantities were recorded for each trial, producing empirical estimates that could be used to assess the validity of the guarantees provided by our algorithms, as well as the average accuracy and data efficiency of the models they produced for each experiment. However, since these estimates are based on a finite number of trials (25 in our experiments) and therefore do not represent the true values, we also computed standard error for each quantity in order to assess this uncertainty.

Concretely, for each experiment, we report five plots. First, we show the acceptance rate of each algorithm as a function of the size of the training dataset. Then, we provide two rows of plots, featuring the results on the training and deployment distributions, respectively. In each row, we first show the average accuracy of the models produced by each algorithm for various training
Figure 3.2. Results for experiments enforcing safety constraints based on the principle of disparate impact to preclude discrimination based on student sex when the marginal distribution of student race might change after model deployment. The rightmost column of plots displays the frequency with which each algorithm returns a solution that is unsafe before and after deployment, and demonstrates that the algorithms proposed in this chapter (shown in green) provide safety guarantees that hold after demographic shift, whereas standard Seldonian algorithms (blue) do not. However, empirically, these added safety benefits come at the cost of accuracy (shown in the middle column of plots) and data efficiency (shown in the leftmost plot). Nonetheless, these results show that for safety-critical applications for which ensuring safety after deployment is the primary requirement, our algorithms are effective.

3.5.2 Results

The results of our experiments using each definition of fairness are shown in Figures 3.2 to 3.6. First, we evaluate our first hypothesis, which stated that when subjected to demographic shift, any safety guarantees provided by baselines would become invalid, while the safety guarantees provided by our proposed algorithms would not. The results of our experiments support this hypothesis. Specifically, when examining the subplots showing the frequency of safety violations—
Figure 3.3. Results for experiments enforcing safety constraints based on the principle of demographic parity to preclude discrimination based on student sex when the marginal distribution of student race might change after model deployment. These results demonstrate a similar pattern as shown in Figure 3.2: The algorithms proposed in this chapter (shown in green) provide safety guarantees that hold after deployment, while prior Seldonian algorithms (blue) do not. Interestingly, for this definition, the data efficiency of our quasi-Seldonian algorithm (displayed in the leftmost plot) was comparable to that of standard Seldonian algorithms. These results demonstrate that our proposed algorithms are effective solutions in safety-critical applications that are subject to demographic shift, and demonstrate that these benefits are consistent for a variety of practical safety definitions.
Figure 3.4. Results for experiments enforcing safety constraints based on equal opportunity to preclude discrimination based on student sex when the marginal distribution of student race might change after model deployment. These results demonstrate a similar pattern as shown in Figure 3.2: The algorithms proposed in this chapter (shown in green) provide safety guarantees that hold after deployment, while prior Seldonian algorithms (blue) do not. These results demonstrate that our proposed algorithms are effective solutions in safety-critical applications that are subject to demographic shift, and demonstrate that these benefits are consistent for a variety of practical safety definitions.
Figure 3.5. Results for experiments enforcing safety constraints based on the principle of equalized odds to preclude discrimination based on student sex when the marginal distribution of student race might change after model deployment. These results demonstrate a similar pattern as shown in Figure 3.2: The algorithms proposed in this chapter (shown in green) provide safety guarantees that hold after deployment, while prior Seldonian algorithms (blue) do not. These results demonstrate that our proposed algorithms are effective solutions in safety-critical applications that are subject to demographic shift, and demonstrate that these benefits are consistent for a variety of practical safety definitions.
Figure 3.6. Results for experiments enforcing safety constraints based on the principle of predictive equality to preclude discrimination based on student sex when the marginal distribution of student race might change after model deployment. These results demonstrate a similar pattern as shown in Figure 3.2: The algorithms proposed in this chapter (shown in green) provide safety guarantees that hold after deployment, while prior Seldonian algorithms (blue) do not. These results demonstrate that our proposed algorithms are effective solutions in safety-critical applications that are subject to demographic shift, and demonstrate that these benefits are consistent for a variety of practical safety definitions.
that is, the rightmost column of plots in each figure—the models produced by previous training algorithms were unsafe more than 5% of the time, even if they consistently appeared to be safe for the training data distribution. First, we note that standard Seldonian algorithms did not result in safety violations when evaluated on the training distribution. This observation validates that the safety guarantees provided by these algorithms—namely that with high probability they will not produce unsafe models on data drawn from the distribution used for—are valid. However, when evaluated on data from a deployed distribution that is impacted by demographic shift, the models produced by prior Seldonian algorithms are frequently unsafe. On the other hand, the models trained using the algorithms proposed in this chapter were consistently safe for the deployment distribution, verifying our hypothesis.

Next, we consider the accuracy of the models trained by our algorithms. In Section 3.4.1, we hypothesize that the models trained by our proposed algorithms will tend to have lower accuracy than those trained using standard Seldonian algorithms. This hypothesis is supported by our results. Examining the middle column of plots in each figure, we find that standard Seldonian algorithms achieve higher accuracy on average than the models trained using the algorithms proposed in this chapter. This pattern is reasonable, since our proposed algorithms must account for uncertainty about the deployment distribution, which prior Seldonian algorithms ignore. Thus, while prior Seldonian algorithms are able to identify models with higher performance, these models cannot be shown to be safe with high probability under demographic shift.

At first, the loss in accuracy demonstrated by our algorithms suggests that in many problems, there might be a tradeoff between performance and safety under demographic shift. To investigate this in more detail, we compare the accuracy when using each algorithm to our estimated best-case accuracy that can be achieved in various settings. First, we compare the accuracy of standard Seldonian algorithms, which provide high-confidence safety guarantees when evaluated on the training distribution, to the best-case accuracy of linear models that were found to be safe during training using oracle knowledge, which is shown as a dashed blue horizontal line. In each exper-
iment, we find that standard Seldonian algorithms were able to identify models that come close to the best-case accuracy, showing that they not only are effective at providing high-confidence safety guarantees, but that they are also effective at finding accurate models subject to the safety constraints. On the other hand, we find that our proposed algorithms are less effective at achieving the best-case accuracy that can be attained for linear models that are safe under demographic shift, which is shown by a green dashed horizontal line. In most experiments, we observe that there is some cost in accuracy that is incurred when considering safety under demographic shift compared to safety during training, which is evidenced by the fact that the best-case accuracy obtained under demographic shift is generally close to five percentage points lower than the best case accuracy that can be achieved when enforcing safety during training. Nonetheless, our proposed algorithms tend to return models that achieve significantly lower accuracy than the estimated best-case value under demographic shift.

The inability of our proposed algorithms to produce models that achieve the best-case accuracy under safety constraints that depend on demographic shift may be due to uncertainty that results from using finite training data to evaluate our algorithms. Specifically, the best-case accuracy under these safety constraints is computed using oracle knowledge of the data distribution during training and deployment, while our proposed algorithms are evaluated using finite data. As a result, our proposed algorithms cannot perfectly evaluate $g(\theta)$, and must rely on high-confidence upper bounds. However, the fact that $g(\theta)$ cannot be evaluated exactly by our algorithms implies that there will be some models that are safe, but cannot be shown to be safe with high confidence, and therefore cannot be returned. This is particularly problematic for models that achieve $g(\theta)$ that is negative, but is very close to zero. We hypothesize that this effect is the central cause for the decreased accuracy observed for our proposed algorithms compared to standard Seldonian algorithms. For example, in our experiments on enforcing safety guarantees based on predictive equality, we found that the model that achieved best-case accuracy under safety constraints during training resulted in $g(\theta) \approx -0.0126$. Since standard Seldonian algorithms were able to return
solutions that closely matched this best-case accuracy, it follows that the high-confidence upper bounds on $g(\theta)$ used by those algorithms typically overestimated the true value of $g(\theta)$ by less than 0.0126. However, the model that achieved best-case accuracy under safety constraints that involve demographic shift resulted in $g(\theta) \approx -0.0021$. Thus, for a robust Seldonian algorithm to return this model, the high-confidence upper bound on $g(\theta)$ would need to be no more than 0.0021 larger than the true value, which is a significantly stricter requirement than was encountered when enforcing constraints that must only hold during training. Therefore, in that experiment, we hypothesize that the models that achieve best-case accuracy are much closer to the boundary of the feasible set of safe models, and that consequently, our proposed algorithms were not able to ensure that they were safe with the required confidence. Consequently, we hypothesize that the inability of our proposed algorithms to return models that achieve best-case accuracy is due to uncertainty that arises when using finite data for training, and that the accuracy of models produced by these algorithms would improve given more training data.

Finally, we evaluate our hypothesis that our proposed algorithms would be less data-efficient than baseline algorithms, in the sense that they require significant amounts of training data to return a solution other than NO_SOLUTION_FOUND. Our experiments support this hypothesis. Specifically, the leftmost plot in each figure displays the frequency with which each algorithm returns a solution besides NO_SOLUTION_FOUND, for varying amounts of training data. Prior Seldonian algorithms were consistently more data-efficient than the algorithms proposed in this chapter, which can be explained by the observation that the use of importance sampling by our algorithms to account for demographic shift often increases the variance and range of the random variables used to define safety compared to standard Seldonian algorithms. Notably, the algorithms proposed in this chapter that were based on Hoeffding’s inequality were unable to return solutions. However, in each experiment, the version of our proposed Seldonian algorithms that were based on inversion of the Student’s $t$-test was eventually able to consistently produce solutions, demonstrating that they are viable tools for ensuring safety in problem settings where the demographic shift might occur.
3.6 Limitations and Future Work

While the algorithms proposed in this chapter are effective at providing safety guarantees that hold under demographic shift, there are several limitations of these methods, as well as directions for improving on these results.

First, the algorithms proposed in this chapter account for the fact that the user may not know the deployed distribution of the demographic variable, but they assume that certain quantities that depend on the training distribution are known. In many cases, these quantities may be easy to estimate accurately using training data, but the generality of our proposed algorithms could be improved by extending them to also account for uncertainty in the demographic distribution during training. Intuitively, this extension might assume that the demographic distribution during training is in some set, $\mathcal{P}$, and assume that the demographic distribution after deployment is in another set, $\mathcal{Q}$. Then, the value of the high-confidence upper and lower bounds on $g(\theta)$ could be optimized over all possible pairs of distributions, $(p, q)$, where $p \in \mathcal{P}$ and $q \in \mathcal{Q}$, where $\mathcal{P}$ and $\mathcal{Q}$ are provided by the user.

Second, it is possible that the algorithms proposed in this chapter can be improved by modifying the strategy used to select candidate solutions. Since the strategy used to select candidate models does not impact the validity of our safety guarantees, we did not emphasize the design of effective candidate selection procedures for demographic shift. However, as demonstrated by our experimental results, the algorithms proposed in this chapter were unable to return solutions that achieved comparable accuracy to those returned by standard Seldonian approaches. It is possible that the candidate selection process can be further tuned to produce algorithms that produce high-confidence safety guarantees that hold under demographic shift, but are more data efficient and are able to better identify solutions that achieve high accuracy.
CHAPTER 4
CONTRIBUTION: SELENDIAN ALGORITHMS FOR GENERAL DISTRIBUTION SHIFT

As described in Chapter 3, existing safety-aware training algorithms, including previous Sel- donian algorithms, make the limiting assumption that the data used for training is representative of the data that will be encountered once the trained model is deployed. The central problem with this assumption is that if it is not satisfied, then any safety guarantees provided by these algorithms may fail to hold once the model is deployed, since the distribution of any random variables that are used to define safety may have changed after deployment. Furthermore, there are many real-world problem settings for which this assumption does not hold. Therefore, we propose that for the safety guarantees provided by safe machine learning algorithms to be useful in practice, they must be extended to be robust to the various differences that might exist between the training and testing environments.

The solutions we propose in Chapter 3 address this problem when the differences between the training and deployment environments can be explained by a change in the probability distribution of a specific variable, which we refer to as a demographic. Under demographic shift, we show that safety guarantees can still be established as long as the user is able to provide some information about how the demographic marginal distribution changes. While this strategy is appropriate in many settings, it may be the case that the user is unable to identify a single demographic that causes the differences between the training and deployment distributions. Specifically, in a setting where the deployment data distribution may differ from the training distribution in nearly arbitrary ways, the solutions proposed in Chapter 3 become impractical. For example, in image recognition
tasks, the distribution of input data might shift in ways that are difficult to describe due to differences in the hardware of cameras used in the training and deployment settings [23]. In this case, it is unreasonable to assume that the user will be able to identify a demographic attribute and provide information needed to describe the observed differences between the training and deployment environments.

To address this problem, in this chapter we propose strategies for establishing robust safety guarantees that are based on assumptions on how much the training and deployment distributions will differ when measured using an appropriate divergence measure. Our algorithms account for the possibility that the deployment distribution might change over time, and output models with safety guarantees that continue to hold as long as the user’s assumptions are satisfied. In particular, the solutions we propose are based on the goal-oriented divergence [18], which relates the amount that an expected value can change due to distribution shift, to the Kullback-Leibler divergence (KLD) between the training and deployment distributions. However, applying the goal oriented divergence directly is challenging because it assumes that the training distribution is known exactly, and because it depends on quantities that can be challenging to compute.

To compensate for these drawbacks, we first show that the uncertainty in the training distribution can be accounted for by performing a worst-case analysis of the bounds when the true training distribution is within some set with high probability. By defining this set based on quantities that are already computed in standard Seldonian algorithms, we show that our worst-case bounds can be used to derive Seldonian algorithms that are robust to general distribution shift. However, while the bounds we propose are theoretically useful, they are challenging to compute. To remedy this, we further show that if the observables that appear in each expected value are discrete, then the computational cost of using these algorithms can be reduced significantly. While this assumption appears limiting, it describes many important cases, such as when the variable defining safety of a model is a binary indicator for some unsafe event, such as an unfair or unsafe decision occurring.
In the remainder of this chapter, we first describe the bounds introduced by the goal-oriented divergence, and explain their benefits and limitations. Next, we present our strategies for extending these results to produce robust Seldonian algorithms that can be computed efficiently. After this, we briefly discuss how assumptions on the KLD between the training and deployment distributions can be related to other measures of difference between the two environments, which may be more appropriate in some problem settings. Finally, we present experiments demonstrating that the algorithms we propose are effective for enforcing safety guarantees for general definitions under distribution shift, while prior methods are not.

4.1 Background

In this chapter, we adopt the notation that $Z \in \mathcal{Z}$ is a random variable representing a single instance of data, such as a labeled feature vector in classification, or a tuple containing a context, an action, and a reward for contextual bandit problems. Defining training data $D$ to represent a set of $n$ i.i.d. samples of $Z$, the goal of our work is to construct algorithms that provide the same guarantees as existing Seldonian methods, even when the distribution of $D$ has changed between training and deployment. Our algorithms are based on the Seldonian machine learning framework, which states that an algorithm, $a$, is safe with respect to a user-specified safety definition, $g$, and failure tolerance, $\delta$, if it satisfies,

$$\Pr(g(a(D)) \leq 0) \geq 1 - \delta.$$  \hspace{1cm} (4.1)

Whereas existing Seldonian algorithms enforce behavioral constraints based on $Z$, here we consider the case in which these constraints are instead based on $Z'$, which represents the data instances observed after the model is deployed. For example, consider the safety definition,

$$g(\theta) := \mathbb{E}[h(Z, \theta)] - \tau,$$
where $h$ is some real-valued observable that depends on the the model, $\theta$, and $\tau$ is some tolerance. If $P(z) := \Pr(Z=z)$ is the probability distribution of data instances during training and $Q(z) := \Pr(Z'=z)$ is the corresponding distribution after the model is deployed, then prior Seldonian algorithms ignore the possibility of distribution shift, and would proceed by computing a high-confidence upper bound on $E[h(Z, \theta)]$ using available data. However, because observations are distributed according to $Q$ after deployment, the safety of $\theta$ is more appropriately assessed by measuring,

$$g'(\theta) := E[h(Z', \theta)] - \tau.$$  

As a result, to design Seldonian algorithms that provide high-confidence safety guarantees under distribution shift, we are therefore interested in bounds on how $E[h(Z, \theta)]$ might differ from $E[h(Z, \theta)]$, given some assumptions on how much $Q$ differs from $P$.

To this end, we describe the goal-oriented divergence [18], which provides bounds on the quantity $E[h(Z', \theta)] - E[h(Z, \theta)]$ that depend on the KLD between $Q$ and $P$, which is defined as the following quantity [43]:

$$\text{KLD}(Q||P) := \int_Z \log \left( \frac{dQ}{dP} \right) dQ.$$  

However, before introducing the result that we extend in this chapter, we first introduce some notation. First, for notational convenience, and because $\theta$ will be fixed when evaluating these bounds, we do not explicitly show the dependence of $h$ on $\theta$, and write $h(Z)$ instead of $h(Z, \theta)$ in the results below. Next, we introduce a quantity that appears in the goal-oriented divergence bounds, which is the cumulant generating function (CGF) of a random variable. Specifically, the cumulant generating function of a random variable with distribution $P$ with respect to a functional $h$ is denoted $\Lambda_{P,h}$, and is a real-valued function defined by,

$$\Lambda_{P,h}(c) := \log E \left[ e^{ch(Z)} \right],$$  
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where \( c \in \mathcal{R} \) is any real value. In particular, the goal oriented divergence depends on the centered CGF of \( P \) given \( h \), denoted \( \tilde{\Lambda}_{P,h} \), which is simply the CGF of \( h(Z) - \mathbb{E}[h(Z)] \). While intuition for the form of these functions can be difficult to express, cumulant generating functions have been extensively studied by statisticians and used to derive several important results. Finally, the notation \( Q \ll P \) indicates that \( Q \) is absolutely continuous with respect to \( P \) which, for discrete random variables, is satisfied if \( P(z) = 0 \) implies \( Q(z) = 0 \) for all \( z \in \mathcal{Z} \).

Given this notation, we now derive the goal-oriented divergence \([18]\), which provides bounds on \( \mathbb{E}[h(Z', \theta)] - \mathbb{E}[h(Z, \theta)] \) that depend on the KLD between \( Q \) and \( P \), which will prove useful for deriving machine learning algorithms that provide high-confidence safety guarantees under distribution shift. Note that while the upper bound in this result was proven by Chowdhary and Dupuis \([10]\) and the lower bound was proven by Li and Xiu \([41]\), we include a proof showing how these bounds are derived in Theorem 4.1.1 for completeness.

**Theorem 4.1.1.** Let \( Z \) and \( Z' \) be two random variables defined on the set \( \mathcal{Z} \), and let \( P \) and \( Q \) denote the probability distribution functions of \( Z \) and \( Z' \), respectively. Let \( h \) denote a real-valued observable defined on \( \mathcal{Z} \). If \( Z \) and \( Z' \) have well-defined CGFs and if \( Q \) is absolutely continuous with respect to \( P \), then

\[
- \inf_{c > 0} \left\{ \frac{KLD(Q||P) + \tilde{\Lambda}_{P,h}(-c)}{c} \right\} \leq \mathbb{E}[h(Z')] - \mathbb{E}[h(Z)] \leq \inf_{c > 0} \left\{ \frac{KLD(Q||P) + \tilde{\Lambda}_{P,h}(c)}{c} \right\}.
\]

**Proof.** To begin, we start with the Donsker–Varadhan variational formula, which states that for all \( c \in \mathcal{R} \) and functional \( f : \mathcal{Z} \to \mathcal{R} \), the following holds:

\[
\Lambda_{P,h}(c) = \sup_{Q \ll P} \left\{ c \mathbb{E}[f(Z')] - KLD(Q||P) \right\}.
\]

Applying this result using the functional, \( f(z) = h(z) - \mathbb{E}[h(Z)] \), yields the following:

\[
\tilde{\Lambda}_{P,h}(c) = \sup_{Q \ll P} \left\{ c(\mathbb{E}[h(Z')] - \mathbb{E}[h(Z)]) - KLD(Q||P) \right\},
\]

(4.2)
where \( \tilde{\Lambda}_{P,h} \) is the centered CGF of \( P \) given \( h \).

This implies that for all \( Z \) and \( Z' \) with distributions \( P \) and \( Q \) that satisfy \( Q \ll P \),

\[
\tilde{\Lambda}_{P,h}(c) \geq c \left( E[h(Z')] - E[h(Z)] \right) - \text{KLD} (Q || P),
\]

for all \( c \in \mathcal{R} \). Defining \( c_+ \in [0, \infty) \) to be any non-negative real value, it follows that

\[
\tilde{\Lambda}_{P,h}(c_+) \geq c_+ \left( E[h(Z')] - E[h(Z)] \right) - \text{KLD} (Q || P). \tag{4.3}
\]

Rearranging terms, we have,

\[
E[h(Z')] - E[h(Z)] \leq \frac{\tilde{\Lambda}_{P,h}(c_+) + \text{KLD} (Q || P)}{c_+} = \inf_{c_+ > 0} \left\{ \frac{\tilde{\Lambda}_{P,h}(c_+) + \text{KLD} (Q || P)}{c_+} \right\}.
\]

Thus, the first half of the theorem is proven.

To prove the lower bound, we note that (4.3) must hold for \( \tilde{\Lambda}_{P,h}(-c_+) \) as well. Thus for all \( Q \ll P \), we have:

\[
\tilde{\Lambda}_{P,h}(-c_+) \geq -c_+ \left( E[h(Z')] - E[h(Z)] \right) - \text{KLD} (Q || P).
\]

Rearranging terms once more produces,

\[
E[h(Z')] - E[h(Z)] \geq - \frac{\tilde{\Lambda}_{P,h}(-c_+) + \text{KLD} (Q || P)}{c_+} = - \inf_{c_+ > 0} \left\{ \frac{\tilde{\Lambda}_{P,h}(-c_+) + \text{KLD} (Q || P)}{c_+} \right\},
\]

completing the proof. \( \square \)
As a consequence of Theorem 4.1.1, if the user of a safe machine learning algorithm is able to assume that the KLD between the deployment and training environments is bounded by some value, \( \epsilon \), and \( P \) and \( h \) are known during training, it is possible to compute bounds on \( \mathbb{E}[h(Z')] \) that can be used to provide high-confidence safety guarantees under distribution shift. For example, by rearranging terms, an upper bound on \( \mathbb{E}[h(Z')] \) given KLD \( (Q \| P) \leq \epsilon \) is given by

\[
\mathbb{E}[h(Z')] \leq \mathbb{E}[h(Z)] + \inf_{c > 0} \left\{ \frac{\epsilon + \tilde{\Lambda}_{P,h}(c)}{c} \right\}.
\]

Unfortunately, the results of Theorem 4.1.1 cannot be directly applied to develop safe machine learning algorithms because of two limitations.

First, this result can only be applied when the distribution over training observations is known exactly, since it is required to compute the CGF. Unlike the methods proposed in Chapter 3, which require that the user knows the marginal distribution over demographics during training, this assumption implies that the user must know the entire distribution over observations, which is unrealistic in many applications.

Second, the centered CGF appearing in these bounds is generally intractable to compute. Consider, for example, the expression for the upper bound on \( \mathbb{E}[h(Z')] \) given KLD \( (Q \| P) \leq \epsilon \), which is given by

\[
\inf_{c > 0} \left\{ \frac{\epsilon + \tilde{\Lambda}_{P,h}(c)}{c} \right\} = \inf_{c > 0} \left\{ \frac{\epsilon + \log \mathbb{E} \left[ e^{c(h(Z) - \mathbb{E}[h(Z)])} \right]}{c} \right\}.
\]

Computing this upper bound requires evaluating two expected values defined with respect to the distribution of the random variable, \( Z \). Since there are no constraints on how \( Z \) is defined, these expected values can be intractable to compute, especially when \( Z \) is high-dimensional or when it contains a mixture of discrete and continuous features. For example, consider the task of performing binary classification using gray scale images that are 100 \( \times \) 100 pixels in dimension. If each pixel takes values in \([0, 1]\), then the training distribution \( P \) is defined over the set of set of
all observations, \( Z := [0, 1]^{10,000} \times \{0, 1\} \). Consequently, evaluating the expected values defining \( \tilde{\lambda}_{P,h}(c) \) will often be computationally expensive, even if \( P \) is known.

### 4.2 Bounds on Mean Shift due to General Distribution Shift

Theorem 4.1.1 provides bounds needed to produce safe machine learning methods that are robust to general distribution shift. However, whether or not these bounds can be successfully applied depends on the existence of strategies for estimating them using limited data, as well as whether or not KLD is a natural way to define distribution shift for a given application. Importantly, as described in the previous section, the centered CGF, in its most general form, is either often intractable to compute or requires unrealistic knowledge about the distribution of observations during training. Furthermore, ignoring these computational issues, computing the upper bound in this form requires the user to have complete knowledge of \( \Pr(Z=z) \) for all \( z \in Z \), which is often an unreasonable assumption. Therefore, while Theorem 4.1.1 provides a theoretical result that can be used to ensure that safety guarantees are robust to general distribution shift, this initial formulation does not easily lead to practical algorithms.

To overcome these issues, we present two modifications to these results, which allow them to be used to design practical algorithms that provide safety guarantees under distribution shift.

#### 4.2.1 Simplification by Assuming Discrete Observables

Our first proposed modification consists of assuming that functional, \( h \), takes values in a discrete set. Concretely, we assume that \( h(Z) \in \mathcal{V} \) for some finite set of values, \( \mathcal{V} \). For example, this occurs when \( h \) is a binary-valued indicator function that detects that some undesirable event has occurred.

To formalize this setting, let \( v \) be the vector of values that \( h \) can take, and let \( p := [p_1, \ldots, p_k] \) represent the corresponding probability mass function of \( h(Z) \) during training, so that \( p_i := \Pr(h(Z)=v_i) \). In this setting, the computation of the upper and lower bounds can be simpli-
fied significantly by noting that many distinct \( Z \) produce \( h(Z) \) with the same value. Consequently, when computing \( \hat{\Lambda}_{P,h}(c) \) within each bound, the expected values involved can be represented by a simpler form than an integration over \( Z \). This result is significant because it implies that bounds that account for variation of the potentially complicated random variable \( Z \), can be computed based on observations of \( h(Z) \), which are much simpler.

For example, consider a self-driving car navigating a route. In this case, \( Z \) might represent the collection of all data available from the car’s sensors—including image data, current speed, and many other features—while \( h(Z) \) might be a simple binary indicator for whether or not the car is currently near the edge of the road. While the full distribution over \( Z \) might be complex and high-dimensional, the distribution of \( h(Z) \) is much simpler. While Theorem 4.1.1 provide bounds on how much the expected value of \( h(Z) \) can change if the distribution of \( Z \) changes, the following lemma shows that if \( h(Z) \) is discrete, then these bounds can be computed without explicitly integrating over the distribution of \( Z \).

**Lemma 4.2.1.** Let \( Z \) be a random variable taking values in some set \( \mathcal{Z} \), and let \( h : \mathcal{Z} \to \mathcal{V} \) be a functional that takes values in some finite set of real values, \( \mathcal{V} \). Let \( P \) be the probability distribution of \( Z \), and let \( p \) be a vector representing the corresponding probability mass function of \( h(Z) \):

\[
p_i := \Pr(h(Z) = v_i),
\]

where \( \mathbf{v} \) is a vector of the values in \( \mathcal{V} \). It follows that

\[
\hat{\Lambda}_{P,h}(c) = \log \mathbf{p}^\top \exp(c(\mathbf{v} - \mathbf{p}^\top \mathbf{v})).
\]

**Proof.** Let \( \mathcal{Z}_v \) denote the set of \( z \in \mathcal{Z} \) for which \( h(z) = v \). First, we note that for any function \( \xi : \mathcal{V} \to \mathbb{R} \), we have that \( \mathbb{E}[\xi(h(Z))] = \sum_i p_i \xi(v_i) \):
\[ E[\xi(h(Z))] = \int_{z \in Z} \xi(h(z)) dP = \sum_i \int_{z \in Z_{v_i}} \Pr(h(Z) = v_i) \xi(v_i) = \sum_i p_i \xi(v_i). \]

Expanding the definition of \( \hat{\Lambda}_{P,h} \), we have:

\[ \hat{\Lambda}_{P,h}(c) = E[\exp(c(h(Z) - E[h(Z)]))]. \]

By applying the above substitution to the outermost expected value and defining \( \xi \) so that \( \xi(h(Z)) = \exp(c(h(Z) - E[h(Z)])) \), we have:

\[ \hat{\Lambda}_{P,h}(c) = \sum_i p_i \exp(c(v_i - E[h(Z)])) . \]

Applying the previous substitution once more with \( \xi(h(Z)) = f(Z) \), we have,

\[ \hat{\Lambda}_{P,h}(c) = \sum_i p_i \exp(c(v_i - \sum_i p_i v_i)) . \]

Noting that for any pair of vectors \( p \) and \( x, \sum_i p_i x_i = p^\top x \), this substitution completes the proof.

Lemma 4.2.1 shows that, if \( p \) is known and \( \text{KLD}(Q||P) \leq \epsilon \), then the centered CGF of \( P \) given \( h \), and thus the bounds on \( E[h(Z')] - E[h(Z)] \), can be computed exactly without explicitly integrating over the distribution of \( Z \). Thus, if \( g(\theta) := E[h(Z)] \) and the distribution of \( h(Z) \) is known, then an upper bound on the value of \( g(\theta) \) after distribution shift is straightforward to compute. However, in the context of designing Seldonian machine learning algorithms, knowledge of the values that \( h(Z) \) can take, and its distribution during training, amounts to the assumption that
$g(\theta) = \mathbb{E}[h(Z)] - \tau$ can be computed exactly. Therefore, while the modification proposed in this section overcomes many of the computational challenges associated with computing the bounds in Theorem 4.1.1, it remains difficult to apply them to provide algorithms with high-confidence safety guarantees under distribution shift.

### 4.2.2 Extending Theorem 4.1.1 for Uncertain Training Distributions

As stated in the previous sections, the bounds in Theorem 4.1.1 assume that the distribution of $Z$ is known. While the modification presented in Section 4.2.1 reduces the cost of computing these bounds and loosens this assumption by instead requiring that the distribution of $h(Z)$ is known, it is still challenging to use these bounds to construct safe machine learning algorithms.

To make our previous results more practical, we therefore consider cases in which the distribution of $h(Z)$ can be shown to be in some confidence region with high probability. In particular, consider a Seldonian algorithm designed according to Algorithm 1 for definitions of the form, $g(\theta) := \mathbb{E}[h(Z, \theta)] - \tau$. During the safety test, such algorithms proceed by computing a high-confidence upper bound on $g(\theta)$. Consequently, while $\mathbb{E}[h(Z)]$ is not known exactly, standard Seldonian algorithms construct an interval, $(\mathbb{E}[h(Z)] - \tau, U(D) + \tau)$, that contains $\mathbb{E}[h(Z)]$ with high probability. In this section, we leverage this information to define a set of distributions over $\mathcal{V}$ that contains the true distribution of $h(Z)$ with high probability. Then, by maximizing the upper bounds described in the previous section over all $\mathcal{P}$ in this set, we obtain a high-confidence worst-case upper bound on $\mathbb{E}[h(Z')]$.

To define such a set, we first let $U(D)$ denote a high-confidence upper bound on $\mathbb{E}[h(Z)]$ that is computed by a standard Seldonian algorithm during the safety test, using the procedure \texttt{HighConfidenceUpperBound} shown in Algorithm 1. By assuming that $h$ takes values in a discrete set, it follows that $\mathbb{E}[h(Z)] = p^T v$. Therefore, we define $\mathcal{P}(D)$ to a subset of the $k$-dimensional probability simplex containing distributions that produce expected values that are smaller than $U(D)$, as follows,
\( \mathcal{P}(D) := \left\{ \mathbf{p} \text{ s.t. } \mathbf{p}^\top \mathbf{v} \leq U(D), \ \forall i, p_i \geq 0, \ \text{and} \ \sum_i p_i = 1 \right\}. \)  \hspace{1cm} (4.6)

If \( \mathbf{p}^* \) denotes the true distribution of \( h(Z) \) during training, then by construction, \( \mathbf{p}^* \not\in \mathcal{P}(D) \) implies \( \mathbb{E}[h(Z)] > U(D) \), meaning the upper bound has failed. However, since the upper bound is computed to hold with probability \( 1 - \delta \), it follows that,

\[ \Pr(\mathbf{p} \in \mathcal{P}) \geq 1 - \delta. \]  \hspace{1cm} (4.7)

Given \( \mathcal{P}(D) \), we present a high-confidence upper bound on \( \mathbb{E}[h(Z')] \) by maximizing the bound provided in Section 4.2.1 over all \( \hat{\mathbf{p}} \in \mathcal{P}(D) \). Concretely, we have the following theorem.

**Theorem 4.2.2.** Let \( Z \) and \( Z' \) be random variables taking values in some set \( \mathcal{Z} \) with probability distributions \( P \) and \( Q \), respectively, and let \( P \) and \( Q \) satisfy \( Q \ll P \). Let \( h \) be some functional that takes values in a finite set of \( k \) real numbers, \( \mathcal{V} \), and let \( \mathbf{p} \) be a vector representing the probability mass function of \( h(Z) \)—that is, \( p_i := \Pr(h(Z) = v_i) \), where \( \mathbf{v} \) is a vector of the values in \( \mathcal{V} \). Finally, let \( D \) represent a set of i.i.d. observations used to evaluate a \( (1 - \delta) \)-confidence upper bound on \( \mathbb{E}[h(Z)] \).

\[ \Pr \left( \mathbb{E}[h(Z)] \leq U(D) \right) \geq 1 - \delta, \]

for some \( \delta \in [0, 1] \). It follows that if \( \text{KLD} (Q \| P) \leq \epsilon \), then with probability at least \( 1 - \delta \), the following inequalities hold jointly:

\[ \mathbb{E}[h(Z')] \leq \max_{\hat{\mathbf{p}} \in \mathcal{P}(D)} \left\{ \hat{\mathbf{p}}^\top \mathbf{v} + \inf_{c > 0} \left\{ \frac{\epsilon + \log \hat{\mathbf{p}}^\top \exp \left( c (\mathbf{v} - \hat{\mathbf{p}}^\top \mathbf{v}) \right)}{c} \right\} \right\}, \ \text{and} \]

\[ \mathbb{E}[h(Z')] \geq \min_{\hat{\mathbf{p}} \in \mathcal{P}(D)} \left\{ \hat{\mathbf{p}}^\top \mathbf{v} - \inf_{c > 0} \left\{ \frac{\epsilon + \log \hat{\mathbf{p}}^\top \exp \left( -c (\mathbf{v} - \hat{\mathbf{p}}^\top \mathbf{v}) \right)}{c} \right\} \right\}, \]

where

\[ \mathcal{P}(D) := \left\{ \mathbf{p} \text{ s.t. } \mathbf{p}^\top \mathbf{v} \leq U(D), \ \forall i, p_i \geq 0, \ \text{and} \ \sum_i p_i = 1 \right\}. \]  \hspace{1cm} (103)
Proof. Let \( p^* \) represent the true, unknown distribution of \( h(Z) \) during training. If \( p^* \in \mathcal{P}(D) \), then it follows that,

\[
\begin{align*}
p^*^T v + \inf_{c>0} \left\{ \frac{\epsilon + \log p^*^T \exp \left( c(v-p^*^Tv) \right)}{c} \right\} \\
\leq \max_{\hat{p} \in \mathcal{P}(D)} \left\{ \hat{p}^T v + \inf_{c>0} \left\{ \frac{\epsilon + \log \hat{p}^T \exp \left( c(v-\hat{p}^Tv) \right)}{c} \right\} \right\}.
\end{align*}
\]

Applying Theorem 4.1.1, Theorem 4.2.1, and the substitution, \( \mathbb{E}[h(Z)] = p^*^Tv \), we also have that

\[
\begin{align*}
\mathbb{E}[h(Z)] \leq p^*^Tv + \inf_{c>0} \left\{ \frac{\epsilon + \log p^*^T \exp \left( c(v-p^*^Tv) \right)}{c} \right\},
\end{align*}
\]

since \( \text{KLD}(Q||P) \leq \epsilon \). Combining these, it follows that if \( p^* \in \mathcal{P}(S_n) \), then,

\[
\begin{align*}
\mathbb{E}[h(Z')] \leq \max_{\hat{p} \in \mathcal{P}(D)} \left\{ \hat{p}^T v + \inf_{c>0} \left\{ \frac{\epsilon + \log \hat{p}^T \exp \left( c(v-\hat{p}^Tv) \right)}{c} \right\} \right\}.
\end{align*}
\]

A similar derivation shows that if \( p^* \in \mathcal{P}(S_n) \), then,

\[
\begin{align*}
\mathbb{E}[h(Z')] \geq \min_{\hat{p} \in \mathcal{P}(D)} \left\{ \hat{p}^T v - \inf_{c>0} \left\{ \frac{\epsilon + \log \hat{p}^T \exp \left( -c(v-\hat{p}^Tv) \right)}{c} \right\} \right\}.
\end{align*}
\]

Because \( \Pr \left( \mathcal{P}(D) \right) \geq 1-\delta \), it follows that the probability that \( \mathbb{E}[h(Z')] \) is between these two values is at least \( 1-\delta \), completing the proof.

\[\square\]

### 4.2.3 Seldonian Algorithms for Distribution Shift

Given Theorem 4.2.2, we propose an algorithm that efficiently computes those bounds given a finite number of i.i.d. samples of \( h(Z) \), which hold provided the training and deployment distributions differ by at most \( \epsilon \) according to the KL divergence. While optimization of \( p \) is complicated by the fact that the feasible set of the optimization is a subset of a simplex, in Appendix A we
Algorithm 8 HighConfidenceUpperBoundGDS(θ, g, D, δ, ε, v, c₀, p₀)

1:  u ← HighConfidenceUpperBound(θ, g, D, δ)
2:  \( \mathcal{P} \) ← \{ p s.t. \( p^t v \leq u, \ \forall i, p_i \geq 0, \ \text{and} \ \sum_i p_i = 1 \} \)
3:  p ← p₀
4:  c ← c₀
5:  \textbf{while} \ p \text{ and } c \text{ have not converged} \ \textbf{do}
6:  p ← MaximizeOverP(c, ε, v, p, \mathcal{P})
7:  c ← MinimizeOverC(c, ε, v, p)
8:  \textbf{end while}
9:  \textbf{return} \ p^t v + c + \log \hat{p}^t \exp(-c(v - \hat{p}^t v))

prove several properties that allow this optimization to be computed accurately, and efficiently. Pseudocode for computing the robust upper bound on \( g(\theta) \) is provided in Algorithm 8. In this pseudocode, the optimization steps involved with computing the upper bound is abstracted into MinimizeOverC and MaximizeOverP, which we describe in detail in the following subsections. Pseudocode for computing the robust lower bound on \( g(\theta) \) is analogous to Algorithm 8 and is not included here.

Note that in Algorithm 8, we assume that \( g(\theta) = \mathbb{E}[h(Z)] \). To consider conditional expected values, the user may define their assumptions on the KLD between the conditional distributions over \( Z \). Furthermore, to incorporate a tolerance, \( \tau \), the set \( \mathcal{P} \) can be defined to contain distributions that satisfy \( p^t v \leq U(D) - \tau \). Finally, to leverage the general interface proposed in Chapter 2, one can compute the high-confidence upper bounds presented here, as well as corresponding lower bounds, for each statistic that defines \( g(\theta) \) in (2.2). The resulting intervals for each statistic can then be used in place of the intervals described in Chapter 2.

4.2.3.1 Optimization of Over \( c > 0 \) Given Fixed \( p \)

Optimization of the bounds over \( c > 0 \) is simplified by the fact that cumulant generating functions are, by definition, convex. Consequently, standard gradient-based optimization procedures are efficient. In Lemma 4.2.3, we derive expressions for the derivatives of the upper and lower
bounds with respect to $c > 0$, for a fixed choice of $p \in \mathcal{P}$. Then, we provide pseudocode for optimizing the bounds, which are based on standard gradient descent.

**Lemma 4.2.3.** Let $v$ be a vector of real values, and let $p$ be a vector of probabilities satisfying $\Pr(f(Z)=v_i) = p_i$, where $f(Z)$ is a discrete random variable. Let $U$ and $L$ be defined by,

$$U_\epsilon(p, c) = p^\top v + \frac{\epsilon + \tilde{\Lambda}_{p,f}(c)}{c}, \quad \text{and} \quad L_\epsilon(p, c) = p^\top v - \frac{\epsilon + \tilde{\Lambda}_{p,f}(-c)}{c}.$$

The derivatives of $U$ and $L$ with respect to $c > 0$ are given by,

$$\frac{dU_\epsilon(p, c)}{dc} = -\frac{\epsilon + \tilde{\Lambda}_{p,f}(c)}{c^2} + \frac{v - p^\top v}{c} \quad \text{and} \quad \frac{dL_\epsilon(p, c)}{dc} = \frac{\epsilon + \tilde{\Lambda}_{p,f}(-c)}{c^2} - \frac{p^\top v - v}{c}.$$

**Proof.** For notational convenience, let $\tilde{M}_{p,f}$ denote the centered moment-generating function of $p$ given $f$, which is simply the natural exponential of the centered CGF, $\tilde{\Lambda}_{p,f}(c) = \log \tilde{M}_{p,f}(c)$.

To derive $\frac{dU_\epsilon(p, c)}{dc}$, we have,

$$\frac{dU_\epsilon(p, c)}{dc} = -\frac{\epsilon + \tilde{\Lambda}_{p,f}(c)}{c^2} + \frac{1}{c} \frac{d}{dc} \tilde{\Lambda}_{p,f}(c)$$

$$= -\frac{\epsilon + \tilde{\Lambda}_{p,f}(c)}{c^2} + \frac{1}{cM_{p,f}(c)} p^\top \frac{d}{dc} \exp(cv - cp^\top v)$$

$$= -\frac{\epsilon + \tilde{\Lambda}_{p,f}(c)}{c^2} + \frac{\tilde{M}_{p,f}(c)}{cM_{p,f}(c)} \frac{d}{dc} (cv - cp^\top v)$$

$$= -\frac{\epsilon + \tilde{\Lambda}_{p,f}(c)}{c^2} + \frac{1}{c} \frac{d}{dc} (cv - cp^\top v)$$

$$= -\frac{\epsilon + \tilde{\Lambda}_{p,f}(c)}{c^2} + \frac{v - p^\top v}{c}.$$

A similar derivation shows that

$$\frac{dL_\epsilon(p, c)}{dc} = \frac{\epsilon + \tilde{\Lambda}_{p,f}(-c)}{c^2} - \frac{p^\top v - v}{c}.$$
Algorithm 9 MinimizeOverC (c_0, p, \epsilon, v, \alpha)

1: for \( t = 1, 2, \ldots \) do
2: \( g_t \leftarrow p^1v + \frac{\epsilon + \tilde{l}_{p,f}(c_{t-1})}{c_{t-1}} \)
3: \( c_t \leftarrow c_{t-1} + \alpha g_t \)
4: if \( c_t \approx c_{t-1} \) then
5: \( \text{return } c_t \)
6: end if
7: end for

4.2.3.2 Optimization of Over \( p \in \mathcal{P} \) Given Fixed \( c \)

Unfortunately, optimizing the bounds over \( p \in \mathcal{P} \) is more complicated than optimizing them over \( c > 0 \) for several reasons. First, \( p \) is constrained to lie within a particular subset of a \( k \)-dimensional probability simplex, \( \mathcal{P} \subseteq \Delta_k \). As a result, the raw gradients of the upper and lower bounds must first be modified to ensure that they produce iterates that lie in \( \mathcal{P} \). Second, while the upper and lower bounds are smooth functions of \( p \), it can be shown that the upper bound is not concave, and similarly the lower bound is not convex. Consequently, although gradient-based approaches to optimizing these bounds are reasonable, it can be challenging to derive schemes for computing step sizes that lead to efficient convergence.

Fortunately, we found that both of these challenges could be dealt with effectively. Below, we describe these results at a high level, and provide more thorough details in Appendix A.

First, we show that the gradients of each bound with respect to \( p \) can be modified to enforce the constraint, \( p \in \mathcal{P} \). In particular, we describe a projection operator that can be used to modify the gradient vectors so that they preserve the property that the sum of the entries in \( p \) must be equal to one. In addition, we show that the projected gradients can then be further modified to ensure, for sufficiently small step sizes, that they result in a sequence of iterates that is guaranteed to be in \( \mathcal{P} \). Finally, we prove two properties of the upper and lower bound functions that justify the use of gradient-based approaches, and show that the problem of determining the correct sequence of step sizes for efficient convergence can be dealt with by always choosing the largest possible step size that ensures the next iterate lies in \( \mathcal{P} \).
Algorithm 10 MaximizeOverP(c, ε, v, p, P)

1: for t = 1, ... do
2: \( \mathbf{g} \leftarrow \frac{e^{c \nu}}{e^{p_t \exp(c \nu)}} \)
3: \( \mathbf{\bar{g}} \leftarrow \mathbf{g} - \left( \sum_{j=1}^{k} \mathbf{g}_j \right) 1_k \)
4: if \( p_t \) lies on a boundary of \( P \) then
5: for each tangent hyperplane, \( i \), of the boundary of \( P \) at \( p_t \) do
6: \( \mathbf{n}_i \leftarrow \) the normal vector to hyperplane \( i \)
7: end for
8: \( \mathbf{\hat{g}} \leftarrow \arg \min_{\mathbf{g} \in \mathbb{R}^k} \| \mathbf{g} - \mathbf{g}' \|^2 \quad \text{s.t.} \quad \forall i \in \{1, ..., d\}, \mathbf{g}'^T \mathbf{n}_i \leq 0. \)
9: else
10: \( \mathbf{\hat{g}} \leftarrow \mathbf{\bar{g}} \)
11: end if
12: \( \alpha^* \leftarrow \max \{ \alpha > 0 : p_t + \alpha \mathbf{\hat{g}} \in P \} \)
13: if \( \mathbf{\hat{g}} \approx 0_k \) then
14: return \( p_t \)
15: else
16: \( p_{t+1} \leftarrow p_t + \alpha \mathbf{\hat{g}} \)
17: end if
18: end for

Next, while these modified gradients form the basis for optimizing the upper and lower bounds, we show that the upper and lower bound functions are only quasiconcave and quasiconcave and \( p \), respectively, which implies that standard schemes for setting the per-iteration step size in gradient-based algorithms will not be efficient. By further examining the expressions for the upper and lower bounds, we show that the direction of the gradient vector is independent of the choice of \( p \), and show that this allows the step size to be chosen to be as large as possible subject to the constraint that each iterate lies in \( P \). By combining our procedure for modifying the gradient vectors to ensure that all iterates remain in \( P \) and our strategy for selecting step sizes, we produce an efficient algorithm for computing optimizing the upper and lower bounds over \( p \in P \). Pseudocode for this algorithm is presented in Algorithm 10, and additional details and proofs justifying the algorithm are provided in Appendix A.
4.3 Robustness Bounds for Alternative Divergence Measures

One concern with the robustness bounds presented in Theorem 4.1.1 are that they depend on a bound on the KLD between $Q$ and $P$, which in many practical cases may be unknown or difficult to quantify. In some cases, it may be more natural to use other distances (or divergences) to describe the types of variations for which robustness is desired.

As a practical example, consider the task of deciding whether or not to approve a loan application, with the goal of being robust to differences between the training distribution and the distribution when the model is deployed. Compared to the statement, “the model will be safe on all distributions that have at most $\varepsilon$ KLD with respect to the training distribution”, it might be more helpful to provide guarantees such as “the model will be safe as long as, compared to the training data, real-world applicants are no more than twice as likely to default on their loan.” In this section, we show that alternative definitions of variation can be converted into corresponding bounds on KLD for use in Algorithm 8.

4.3.1 Robustness to Variation in the Relative Frequency of Any Event

Having provided algorithms that provide safety guarantees that are robust to general distribution shift, we finally address the concern that, for many practitioners that are not well-versed in machine learning or statistics, it might be challenging to specify reasonable bounds on the KLD between the training and testing distributions. If the user is unable to easily derive reasonable assumptions on this term, then the algorithms presented above are of limited practical use. Therefore, in this section we show that it is possible to relate the KLD to other divergence measures that are potentially more intuitive for particular applications.

For example, suppose a user seeks to train a policy for guiding a robot that must interact in a factory environment. In this environment, the robot might be tasked with completing several different objectives, and the user might seek high-confidence guarantees that the policy will not cause damage to itself or its environment. If some objectives carry a higher risk of damage than
others, these guarantees might be highly sensitive to changes in the frequency with which each objective is requested in the future. In this setting, it might be difficult for the user to specify a reasonable assumption on the KL divergence between the training environment and the future environment. However, the user may be able to easily make statements such as, “in the future, objective A will be requested no more than 20% as often as it was during training.”

Motivated by this example, we consider distances based on relative frequency of events occurring during training versus deployment. In particular, let $\mathcal{E} : \mathcal{Z} \rightarrow \{\text{True}, \text{False}\}$ be any Boolean-valued event. We consider a divergence that measures the maximum factor by which any event might become more probable after deployment:

$$d(Q||P) := \max_{\mathcal{E}} \frac{\Pr_Q(\mathcal{E}(Z))}{\Pr_P(\mathcal{E}(Z))}.$$

Lemma 4.3.1 shows that if the user assumes that $d(Q||P) \leq \epsilon'$, then robustness bounds for this type of variation can be readily obtained using theorem 4.1.1 with $\epsilon = \log \epsilon'$.

**Lemma 4.3.1.** Let $Z$ be a real-valued random variable, and let $P$ and $Q$ be two probability distributions defined on $Z$. Let $d(Q||P)$ be defined as follows, where any $\mathcal{E} : \mathcal{Z} \rightarrow \{\text{True}, \text{False}\}$ defines an event based on $Z$:

$$d(Q||P) := \max_{\mathcal{E}} \frac{\Pr_Q(\mathcal{E}(Z))}{\Pr_P(\mathcal{E}(Z))}.$$

Then, it follows that:

$$d(Q||P) \leq \lambda \implies KLD(Q||P) \leq \log \lambda.$$
Proof. First, we note that because any $\mathcal{E}$ can be associated with a subset $\mathcal{Z}_{\mathcal{E}} \subseteq \mathcal{Z}$ such that $\mathcal{E}(z) = \mathbb{1}(z \in \mathcal{Z}_{\mathcal{E}})$, it follows that $d(Q||P)$ is equivalent to

$$d(Q||P) := \max_{\mathcal{Z}_{\mathcal{E}} \subseteq \mathcal{Z}} \frac{\Pr_Q(Z \in \mathcal{Z}_{\mathcal{E}})}{\Pr_P(Z \in \mathcal{Z}_{\mathcal{E}})}.$$

(4.8)

Next, because $\mathcal{Z}_{\mathcal{E}}$ can be any subset of $\mathcal{Z}$, including singleton subsets (if $\mathcal{Z}$ is discrete) or infinitesimally small subsets (if $\mathcal{Z}$ is continuous), it follows that $d(Q||P) \leq \lambda$ holds if and only if $Q(z) \leq \lambda P(z)$ for all $z \in \mathcal{Z}$.

Because $\log x$ is increasing in $x$ and $d(Q||P) \leq \lambda$ implies that $Q(z) \leq \epsilon P(z)$ for all $z$, it follows from the definition of KLD $(Q||P)$ that:

$$\text{KLD } (Q||P) = \int_{z \in \mathcal{Z}} Q(z) \log \frac{Q(z)}{P(z)} \, dz \leq \int_{z \in \mathcal{Z}} Q(z) \log \frac{\lambda P(z)}{P(z)} \, dz = \int_{z \in \mathcal{Z}} Q(z) \log \lambda \, dz = (\int_{z \in \mathcal{Z}} Q(z) \, dz) \log \lambda = \log \lambda.$$

This result illustrates that the algorithms we propose in this chapter can often be extended to use alternative divergence measures that might be more intuitive for particular applications. As a consequence, our proposed algorithms can be extended to these settings without modification to the algorithm itself.
4.4 Evaluation and Results

To illustrate the effectiveness of our proposed robust safety guarantees, we designed experiments to evaluate the ability of our proposed algorithms to provide safety guarantees that are robust to general distribution shift. In particular, we seek to test the following hypotheses.

4.4.1 Hypotheses

In our experiments, we seek to answer three questions regarding the behavior of our proposed algorithms for overcoming general distribution shift compared to existing approaches.

Robustness of safety guarantees The primary hypothesis we test in our experiments is the claim that the safety guarantees provided by the robust algorithms we propose above will continue to hold under general distribution shift, even when the shift is selected antagonistically. In contrast, we hypothesize that existing algorithms, such as standard Seldonian algorithms, would be unsafe after deployment.

Model accuracy Next, we hypothesize that existing baseline algorithms will tend to achieve higher accuracy on average than our robust methods. This is expected because our robust algorithms are more constrained than alternative methods when selecting a model to return. However, as in our experiments presented in Chapter 3, we also seek to determine if any observed accuracy loss is due to additional constraints posed by the problem—namely the user’s requirement that the algorithm behave safely even if general distribution shift occurs, or if the performance loss is due to properties of the algorithms we propose.

Data efficiency Finally, we consider the data efficiency of the algorithms we test. Specifically, we expect that our robust algorithms will be less data efficient than standard Seldonian algorithms because, for any candidate model $\theta$, the confidence intervals on each statistic defining $g$ are strictly larger for our robust algorithms compared to standard Seldonian algorithms due to the fact that they additionally account for general distribution shift. As a result, we expect
our methods to require more data than baselines to begin returning solutions consistently, and use these experiments to assess this difference empirically.

4.4.2 Experimental Design

Similar to our experiments for evaluating safety after demographic shift in Chapter 3, we consider a classification problem in which a classifier must predict whether or not a student’s grade point average (GPA) will be above a certain threshold, given features describing the students performance on nine exams. In addition to the student’s exam grades and true GPA scores, the training algorithms are provided with the sex of each student, in order to assess whether the classifier’s predictions show bias according to several standard definitions. In these experiments, we have integrated the bounds proposed in this section with the interface proposed in Chapter 2, allowing us to perform separate trials evaluating the fairness of the classifier according several commonly used definitions.

The experimental design we use in this chapter is similar to the design described in Chapter 3, with several modifications. As in our the demographic shift experiments, we simulate the impact of general distribution shift by resampling observations from a single, fixed population. However, since these experiments do not assume that the distribution shift is captured by a well-defined demographic, we do not use information about the race of each student in these experiments. Using this methodology, we are able to control the exact nature of the distribution shift, which is generally unknown in real-world applications, and able to compute exact values for accuracy and safety.

At a high level, each experiment is based on a distinct definition of fairness, and a fixed constraint on demographic shift. On each trial of a given experiment, we randomly sample a set of observations uniformly from a fixed population, which is then used as input to each training algorithm that we evaluate. Once each training algorithm has produced a trained model given the training dataset, we then antagonistically compute a new distribution over the population for
Algorithm 11 GeneralDistributionShiftTrial$(\mathcal{P})$

1: Specify safety constraints \hspace{0.5cm} \{Sec. 2.5.1\}
2: Specify distribution shift \hspace{0.5cm} \{Sec. 2.5.1\}
3: Uniformly sample $D_0$ from $\mathcal{P}$
4: for each training algorithm, $a$ do
5: $\theta^*_a \leftarrow a(D_0)$
6: Find a distribution $Q$ to maximize $g'(\theta^*_a)$ subject to D.S. assumptions \hspace{0.5cm} \{Sec. 3.4.5\}
7: Record values for accuracy and $g'(\theta^*_a)$ under $Q$
8: end for

each model, which is carefully selected to maximize the prevalence of unfair behavior for that model while not violating the initial constraint on distribution shift. Finally, we leverage the oracle knowledge of the population and the distribution-shifted distribution to compute exact values for accuracy and safety for each model. This process is then repeated multiple times using a new randomly sampled training set, producing multiple independent samples describing the effectiveness of each algorithms for that configuration.

To provide a thorough evaluation, we evaluate our proposed algorithms, standard Seldonian algorithms, and safety-agnostic baselines. Pseudocode for a single trial of our experiments is given in Algorithm 11. In the following sections, we describe our methodology in more detail, and provide specific experimental details.

4.4.2.1 Problem Statement

In our experiments, we consider the binary classification task of predicting whether or not a student’s GPA is above a certain threshold, while avoiding discriminatory behavior based on sex. Furthermore, we allow the distribution of the data observations to shift after training, subject to an initial constraint on the KLD. In contrast to our demographic shift experiments in Chapter 3, this form of distribution shift can potentially amplify the effects of discriminatory behaviors for any subgroup of the population.

Formally, we assume a training data observation consists of a tuple, $(X, Y, S)$, where $X$ is a vector of predictive features, $Y \in \{0, 1\}$ is a binary label representing whether or not the student’s
GPA was above 3.0, the demographic attribute, and $S$ describes the sex of the student. We note that $S$ is not directly used for prediction, and is not assumed to be available once the model is deployed.

The objective of each classification algorithm is to learn a model that achieves low classification error, which is measured using the following loss function,

$$\ell(\theta) = \mathbb{E} [\mathbb{I}[\theta(X) \neq Y]],$$

where $\mathbb{I}[c]$ is 1 if $c$ is true and 0 otherwise. We evaluate the fairness of each model based on whether or not its predictions are discriminatory with respect to the sex of the student.

### 4.4.2.2 Specifying User Inputs

In this section, we describe the example user inputs we used in our experiments. The precise choices made in this section do not impact the validity of our results, but were made to illustrate inputs that might be provided to our algorithms in practical settings.

First, we quantify discriminatory behavior of models based on three definitions of fairness, which were also used in the experiments to evaluate safety guarantees under demographic shift in Chapter 3. Full details for these definitions are provided in Section 2.5.1, but the specific definitions are shown in Figure 4.4.2.2 for completeness.

To specify the constraints on how much distribution shift will be applied after training, we use the results of Section 4.3 and base our constraints on the condition that the relative probability of any event before and after distribution shift should be bounded by some constant. In particular, if $P$ is the training data distribution—that is, a uniform distribution over the observations in the population—then we constrain the deployment distribution $Q$, to satisfy,

$$P(Z=z) \leq \lambda Q(Z=z) \quad \forall z \in \mathcal{Z},$$
Demographic Parity [20, 6]:

\[ g_{DP}(\theta) := E[\theta(X)|S=\text{female}] - E[\theta(X)|S=\text{male}] - 0.1 \]

Disparate Impact [27, 9, 63]:

\[ g_{DI}(\theta) := 0.8 - \min \left\{ \frac{E[\theta(X)|S=\text{female}]}{E[\theta(X)|S=\text{male}]}, \frac{E[\theta(X)|S=\text{male}]}{E[\theta(X)|S=\text{female}]} \right\} \]

Equal Opportunity [30, 9]:

\[ g_{EOp}(\theta) := \left| E[\theta(X)|Y=0,S=\text{female}] - E[\theta(X)|Y=0,S=\text{male}] \right| - 0.1 \]

Figure 4.1. Definitions of fairness used for our experiments on evaluating safety guarantees under general distribution shift. Details motivating these definitions can be found in Section 3.4.4. These definitions were selected to evaluate whether the algorithms proposed in this chapter were able to provide safety guarantees under general distribution shift for a variety of practical definitions. In our experiments, these definitions were specified as text input, and were parsed and bounded using the interface proposed in Chapter 2.
which corresponds to the constraint that $\text{KLD} (Q||P) \leq \log \lambda$. In particular, we set $\lambda = 1.2$ for each experiment, which corresponds to the requirement that

$$\text{KLD} (Q||P) \leq 0.182.$$ 

### 4.4.2.3 Simulating and Evaluating the Impact of General Distribution Shift

To simulate the impact of general distribution shift, we require a procedure for generating $Q$ that satisfies $\text{KLD} (Q||P) \leq \epsilon$, where $P$ is the uniform distribution over the observations in the population, $D_{\text{pop}}$. Fortunately, this process is simplified by the fact that, in our experiments, we apply the alternative divergence measure provided in Section 4.3, which states that $Q$ must instead satisfy $Q(z) \leq \lambda P(z)$ for all observations $z \in \mathcal{Z}$. Consequently, $Q$ can be optimized to maximize $g'(\theta)$ for a model $\theta$ using standard constrained optimization methods, where the constraints on $Q$ are linear. This simplifies the optimization of $Q$ compared to optimizing $g'(\theta)$ under the combination of the linear constraints defining the simplex and the nonlinear constraint defined by $\text{KLD} (Q||P) \leq \epsilon$.

Once $Q$ has been computed, it is used to compute exact values for various statistics of interest during evaluation, such as the expected classification accuracy or the value of $g'(\theta)$ for any model, $\theta$, in a manner similar to the procedure outlined in Section 3.4.5. For example, consider estimating the post-shift classification accuracy of a model, $\theta$, given by $E_Q[\mathbb{I}[\theta(X)=Y]]$. If $D_{\text{pop}}$ denotes the set of unique observations in $D_{\text{pop}}$, then we have

$$E_Q[\mathbb{I}[\theta(X)=Y]] = \sum_{(x,y,s) \in D_{\text{pop}}} \mathbb{I}[\theta(x)=y]Q(X=x, Y=y, S=s).$$

Analogous expressions can be used to compute exact values for post-shift model accuracy, as well as the value of $g'(\theta)$ for any model $\theta$. 

117
4.5 Results

In our experiments, we evaluated four training algorithms to assess our hypotheses. As in our experiments in Chapter 3, these algorithms were configured to produce linear models on the features, $X$, to ensure that no algorithm had an advantage over the others due to using more complex, nonlinear models to generate predictions. First, we include results for the algorithms proposed in this chapter. We evaluated two versions of this algorithm, which were based on Hoeffding’s inequality and based on inversion of the Student’s $t$-test, respectively. These are denoted by $Seldonian_{GDS}$ and $quasi-Seldonian_{GDS}$, and shown in green in our figures. Then, to assess whether or not our algorithms would be more effective under distribution shift than prior Seldonian algorithms, we include results for two comparable standard Seldonian algorithms. In particular, we selected Seldonian algorithms based on Hoeffding’s inequality and based on inversion of the Student’s $t$-test, which are referred to as $Seldonian$ and $quasi-Seldonian$ in our figures and shown in blue [54]. Finally, to assess whether our algorithms were effective at finding models that performed well while satisfying safety constraints that must hold after general distribution shift occurs, we also compared the accuracy of models trained using our algorithms to the best-case accuracy that could be found under these constraints. More details describing our procedure for estimating these best-case values are provided in the next section.

4.5.1 Evaluation and Reporting

In order to assess the hypotheses mentioned above, we recorded several values produced for each trial of our experiments, using the same procedure outlined in Chapter 3. In particular, we recorded whether or not each algorithm returned a solution or NO_SOLUTION_FOUND. Next, we recorded whether or not that each trial produced a safety failure during training and after deployment. In our experiments, a safety failure during training occurs when an algorithm returns a model $\theta$ where $g(\theta) > 0$, and a safety failure during deployment occurs when $g'(\theta) > 0$. Finally, we record the classification accuracy of the trained models and the occurrence of safety failures.
when evaluated on the demographic-shifted data distribution. However, to determine if the cause of any accuracy loss when using our proposed algorithms was due to constraints posed by the user’s requirements or shortcomings of our algorithms, we used a similar procedure as described in Chapter 3 and estimated the best-case accuracy of linear models under various constraints. Specifically, we computed best-case values of accuracy when no safety constraints were applied, when the models were constrained to be safe on the training distribution, and when the models were constrained to be safe after general distribution shift occurs. While we originally computed these values using a brute force random search over the set of all linear classifiers using oracle knowledge, we found that this search procedure was unable to find models with accuracy that matched those returned by standard Seldonian algorithms. This suggests that among the set of all linear models, there is a small set of linear models that perform significantly better than most other models, and are highly improbable to find using random search. As a consequence, we estimated the best-case accuracy values by starting with a model returned by a standard Seldonian algorithm, and fine-tuning the accuracy using covariance matrix adaptation evolution strategy (CMA-ES) [29]. These values therefore may not represent the true best-case accuracy under each set of constraints, but serves as a reasonable lower bound to assess our hypothesis.

We evaluate trials using various amounts of training data to assess the data efficiency of each algorithm. For each configuration, we conduct several randomized trials. Using this data, we report average values for acceptance rate, the rate with which each algorithm outputs a model, as well as average values for accuracy and failure probability for both the pre- and post-shift distributions. In addition, we show standard error for these quantities.

Concretely, for each experiment, we report five plots. First, we show the acceptance rate of each algorithm as a function of the size of the training dataset. Then, we provide two rows of plots, featuring the results on the training and deployment distributions, respectively. In each row, we first show the average accuracy of the models produced by each algorithm for various training dataset sizes. In our accuracy plots, the best-case accuracy we computed without safety constraints
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Figure 4.2. Results for experiments enforcing safety constraints based on the principle of disparate impact to preclude discrimination based on student sex when general distribution shift occurs after deployment. The rightmost column of plots displays the frequency with which each algorithm returns a solution that is unsafe before and after deployment, and demonstrates that the algorithms proposed in this chapter (shown in green) provide safety guarantees that hold after demographic shift, whereas prior Seldonian algorithms (blue) do not. However, empirically, these added safety benefits come at the cost of accuracy (shown in the middle column of plots) and data efficiency (shown in the leftmost plot). Nonetheless, these results shown that for safety-critical applications for which ensuring safety after deployment is the primary requirement, our algorithms are effective.

is shown using a red, dashed horizontal line, while the best-case accuracy obtained under safety constraints on the training distribution and safety constraints with demographic shift are shown by blue and green horizontal dashed lines, respectively. Next, we show the failure rate for each algorithm as the size of the training dataset increases. In all figures, we show standard error for each statistic using a shaded region around the curve that delineates the average values.

4.5.2 Results

The results of our experiments using each definition of fairness are shown in Figures 4.2, 4.3, and 4.4.
Figure 4.3. Results for experiments enforcing safety constraints based on the principle of demographic parity to preclude discrimination based on student sex when general distribution shift occurs after deployment. These results demonstrate a similar pattern as shown in Figure 4.2: the algorithms proposed in this chapter (shown in green) provide safety guarantees that hold after deployment, while prior Seldonian algorithms (blue) do not. These results demonstrate that our proposed algorithms are effective solutions in safety-critical applications that are subject to general distribution shift, and demonstrate that these benefits are consistent for a variety of practical safety definitions.
Figure 4.4. Results for experiments enforcing safety constraints based on equal opportunity to preclude discrimination based on student sex when general distribution shift occurs after deployment. These results demonstrate a similar pattern as shown in Figure 4.2: the algorithms proposed in this chapter (shown in green) provide safety guarantees that hold after deployment, while prior Seldonian algorithms (blue) do not. These results demonstrate that our proposed algorithms are effective solutions in safety-critical applications that are subject to general distribution shift, and demonstrate that these benefits are consistent for a variety of practical safety definitions.
First, we consider our hypothesis that our robust Seldonian algorithms would provide safety guarantees that hold with the required confidence even after the distribution of observations shifts, and that existing baselines would not. Examining the rightmost column of plots in each figure, we first note that as expected, both our robust methods and the standard Seldonian algorithms provided safety guarantees that are valid under the training distribution. However, the models produced by standard Seldonian algorithms exhibit intolerable unsafe behavior after general distribution shift is encountered. In contrast, the robust algorithms we propose in this chapter mitigate this effect and consistently produce models that are safe even after the distribution of observations changes. This pattern is consistent across all of our experiments, providing evidence that the methods we propose are effective at accounting overcoming the effects of distribution shift for a variety of safety definitions.

Next, we consider our hypothesis regarding the classification accuracy of our proposed methods. Examining the middle column of plots, we find that standard Seldonian algorithms produce the highest classification accuracy on average in our experiments, both before and after model deployment. In addition, the classification accuracy of these methods increases as more data is supplied, and flatten out as they approach the best-case accuracy of linear models under safety constraints. This can be explained by noting that Seldonian algorithms can be viewed as being based on constrained optimization, where the constraint set is defined by some true constraint set defined by \( g(\theta) \leq 0 \) that is further shrunk due to uncertainty that arises when estimating \( g(\theta) \) using finite data. As a result, the optimization problems for smaller training dataset sizes are considerably more constrained than those that have access to more training data, and are therefore less capable of returning performant models.

On the other hand, we find that our robust Seldonian algorithms produce models with lower classification accuracy on average than those produced by standard Seldonian algorithms. Furthermore, our proposed algorithms consistently fail to produce models that achieve accuracy close to the best-case accuracy of models that satisfy safety constraints that must hold under distribu-
tion shift. In particular, it is fascinating to note that, despite the intuition that the set of models that satisfy safety constraints under distribution shift would be smaller than the set of models that satisfy safety constraints on the training distribution alone, we find that in all but one of our experiments, the difference in best-case accuracy of models under these constraints was extremely small. However, while models exist that are safe under distribution shift and achieve high accuracy, our algorithms were unable to return these models. We hypothesize that this shortcoming is due to the fact that the best-case accuracy values are computed using oracle knowledge of the data distribution during training and after distribution shift, while our proposed algorithms are evaluated using finite amounts of training data. Consequently, if high-accuracy models result in $g(\theta)$ close to zero, it may be impossible for our algorithms to establish the required confidence that these models are safe without extremely large amounts of training data. When applied to larger amounts of training data, we hypothesize that the confidence intervals used by our robust algorithms would shrink to be sufficiently small to return these models.

Lastly, we consider the data efficiency of the algorithms we evaluated, particularly with regard to the frequency with which each algorithm is able to return a solution given various amounts of training data. We find that standard Seldonian algorithms are more data efficient than our robust methods. This is indicated by the observation that, in the leftmost plot of each figure, the standard Seldonian algorithms begin consistently returning solutions for smaller input dataset sizes than the robust algorithms.

Summarizing these results, we find that the robust Seldonian algorithms we proposed in this chapter successfully provide guarantees that continue to hold under general distribution shift, although they exhibit certain drawbacks, as expected. In order to ensure that the safety guarantees provided are robust to distribution shift, these algorithms require more data to achieve the same level of accuracy and solution rate that are observed for standard Seldonian algorithms. However, these drawbacks are a natural consequence of the fact that the robust algorithms must solve more heavily constrained optimization problems than baselines. In addition, we find that the increase in
the amount of data required by our methods is not prohibitive in these experiments, indicating that such methods can be effective tools for ensuring that deployed models will continue to be safe as the environment they are deployed into changes over time.

4.6 Limitations and Future Work

While the algorithms proposed in this chapter are effective at providing safety guarantees that hold under general distribution shift, there are several ways that these algorithms can be improved.

First, the assumption that the user is able to specify an upper bound on the KLD between the training distribution and the deployment distribution is limiting. First, the KLD itself may not be an intuitive divergence measure for many users, especially those that are non-experts in machine learning. Therefore, one direction of future research might investigate strategies for computing high-confidence upper bounds on $g(\theta)$ that hold under distribution shift and are based on other divergence measures. In some cases, this can be accomplished by showing a relation between a more intuitive divergence measure and the KLD, as demonstrated in Section 4.3. However, in other cases this relationship might introduce significant looseness in the resulting bounds on post-deployment safety. For example, suppose the user would like to predict a binary label associated with a vector of real-valued predictive features, $X \in \mathcal{R}^d$. If the user knows that the shape of the probability distribution of $X$ will not change after deployment, but the mean of the distribution might shift, then a more intuitive divergence measure between the training and deployment distributions might be the earth mover’s distance (EMD) [40]. However, it is not straightforward to convert an upper bound on EMD into an upper bound on KLD without introducing significant looseness in the bounds proposed in this chapter. Therefore, it is desirable to devise bounds similar to those presented in this chapter for divergences such as EMD, which might be more intuitive in many problem settings.

Next, it is possible that the high-confidence upper bounds presented in this chapter can be computed more efficiently. In particular, when optimizing the upper and lower bounds on post-
deployment safety described in Section 4.2.3.2, we showed that gradient of the upper and lower bounds with respect to the choice of training distribution, \( p \), points in the same direction regardless of the choice of \( p \). This implies that this optimization might be solvable using constrained linear programming approaches, which may be more efficient than the gradient-based approach we propose.

Finally, we note that it may be possible to improve the accuracy of models returned by our proposed algorithms. As shown in our experimental results, our algorithms were unable to return models that achieved accuracy close to the best-case accuracy that could be found using oracle knowledge. While this is likely due to uncertainty that arises when evaluating our algorithms using finite data, we hypothesize that there are ways to improve these results. First, while the strategy used for candidate selection does not impact the validity of safety guarantees under distribution shift and were therefore not emphasized in this chapter, it is possible that enhancements to this component of our safe algorithms could improve the accuracy of the models produced. Second, it is likely that using tighter confidence intervals than those based on Hoeffding’s inequality or inversion of the Student’s \( t \)-test would improve result in tighter upper bounds on \( g(\theta) \), and consequently allow our algorithms to return models that achieve higher accuracy.
CHAPTER 5
CONCLUSION

In this dissertation, we addressed several challenges that have prevented existing safe machine learning algorithms from being effective in many practical, but safety-critical, applications. In particular, we proposed algorithms that simultaneously 1) provide high-confidence guarantees that the models they produce will be safe, 2) do not require extensive data analysis or experience in machine learning to use, 3) are capable of enforcing a wide range of practical safety definitions, and 4) provide safety guarantees that hold even when the data used for training is not representative of what will be encountered once a model is deployed. Compared to recent work proposing algorithms that are empirically safe in some settings, algorithms that provide safety guarantees for select definitions of undesirable behavior, and even algorithms that are designed as practical options for ensuring safety [54], the algorithms proposed in this dissertation present significant advancements towards the goal of ensuring that models trained using machine learning are reliably safe in these practical settings. Specifically, we identified several shortcomings of existing safe machine learning algorithms that prevent them from being used in practical settings, and presented algorithms that overcome these problems.

First, we presented algorithms designed according to the Seldonian machine learning framework that are able to enforce complex, real-world definitions of safety. To do so, we proposed a new mathematical formulation for how safety is defined by the user, as well as algorithms that enforce these definitions using only text input from the user. This presents a significant advancement over existing safe machine learning algorithms, which are often either designed to enforce particular definitions of safety, particular classes of definitions [1], or otherwise make strong assumptions
that limit their ability to enforce definitions that are encountered in real-world applications [57, 54]. Our algorithms are based on two steps. First, the user’s input text is parsed into a representation that captures the functional structure of their definition, using a pair of grammars we introduce in Chapter 2. Next, this representation is used to recursively propagate confidence intervals on each uncertain term in the safety definition, eventually producing a high-confidence upper bound that can be used to design Seldonian algorithms that are safe with high-probability. Based on the results of our experiments, this approach is effective in practice, and produces high-confidence upper bounds that hold with their required probability for several real-world definitions of safety that are unable to be estimated using existing methods.

Next, we considered the challenge presented when safety guarantees are required to hold when the environment a model is trained in does not match the environment it is deployed into. Despite recent successes in designing algorithms that provide high-confidence safety guarantees, we demonstrated that these guarantees fail to hold in this setting, both theoretically and empirically. Due to the many ways that differences between the training and deployment environments can manifest, we addressed two instances of this problem, which are distinguished by the assumptions the user is able to make about these differences when the training algorithm is applied.

In the first, we showed that if these differences can be described by a change in the distribution of a single variable that the user can describe, then strategies from importance sampling can be used to produce safety guarantees that are robust to this change. In particular, if the user is able to describe how the distribution of this variable might change after deployment, then we demonstrated how observations available during training can be reweighted to produce high-confidence safety guarantees that hold after deployment. These algorithms are particularly useful in social applications, where the probability of encountering certain demographics of individuals might change over time. In such cases, our algorithms provide safety guarantees that account for this shift, while existing safe machine learning algorithms may behave unsafely. These theoretical results were
verified empirically in our experiments, which demonstrated that our algorithms are effective in this setting, while existing algorithms are not.

In the second instance, we considered the more general setting in which the user cannot identify a single variable responsible for the differences between the training and deployment distributions, and provided alternative strategies for achieving robust safety guarantees. Instead of assuming that these differences exhibit structure—such as being caused by an underlying change in a single variable—the approaches we propose in this general setting assume that the user is able to place assumptions on the “size” of the difference between the training and testing environments. In particular, if $P$ denotes the distribution that generates observations during training, and $Q$ denotes the distribution that will generate observations after deployment, then these approaches are based on assumptions on how much $Q$ will differ from $P$ when measured using the Kullback-Leibler divergence. Using this assumption, we proposed Seldonian algorithms that account for the shift between the training and deployment distributions, and provide high-confidence safety guarantees that are robust to such changes. Then, we provided experimental results that validate the theoretical guarantees of our algorithms. Specifically, we showed that previous safe algorithms are unable to provide safety guarantees that hold after deployment, whereas our proposed algorithms are able to provide such guarantees for several real-world safety definitions.

In summary, this dissertation proposed novel safe machine learning algorithms designed according to the Seldonian machine learning framework, which provide high-confidence safety guarantees in practical settings. Whereas prior approaches often require extensive data analysis to use effectively or place restrictive limitations on how safety is defined, we showed that our algorithms can enforce a wide range of practical safety definitions based on simple text input from the user. In addition, in the realistic setting in which a model is trained using data that is not representative of what will be encountered once the model is deployed, the algorithms we presented are able to provide safety guarantees that hold after deployment, while existing approaches fail to do so. Consequently, the contributions presented in this dissertation represent a significant advancement
towards the goal of providing safe alternatives to existing machine learning approaches that can be
used for practical practical yet safety-critical applications.
APPENDIX

APPENDIX: OPTIMIZATION OF GENERAL DISTRIBUTION SHIFT BOUNDS

A.0.1 Optimization of Bounds Over $p \in P$ Given Fixed $c$

In this section, we provide results describing how the optimization of the bounds presented in Theorem 4.2.2 over $p$ can be computed efficiently. First, we show that the raw gradients can be projected to produce gradient vectors that preserve the property that the sum of the entries in $p$ must sum to one. In addition, we show that the projected gradients can then be further modified to ensure, for sufficiently small step sizes, they result in a sequence of iterates that is guaranteed to be in $P$. Finally, we prove two properties of the upper and lower bound functions that justify the use of gradient-based approaches, and show that the problem of determining the correct sequence of step sizes for efficient convergence can be dealt with by always choosing the largest possible step size that ensures the next iterate lies in $P$.

In the rest of this section, we first provide expressions for the gradients of the upper and lower bounds as a function of $p$. Because these gradients are raw gradients that do not account for the constraint that the sum of the elements in $p$ must sum to one, we additionally provide expressions for the projected gradients that preserve this constraint. In addition, we show that the projected gradients can be further modified efficiently to ensure that they do not produce iterates that lie outside of $P$. While these modified gradients form the basis for iteratively optimizing the upper and lower bounds, we show that the upper and lower bound functions are only quasiconcave and quasiconcave in $p$, respectively, which implies that standard schemes for setting the per-iteration step size in gradient-based algorithms will not be efficient. By further examining the expressions
for the upper and lower bounds, we show that the direction of the gradient vector is independent of the choice of \( p \), and show that this allows the step size to be chosen to be as large as possible subject to the constraint that each iterate lies in \( \mathcal{P} \). Finally, we present pseudocode for our optimization procedure.

First, we provide expressions for the raw gradients gradients of the upper and lower bounds with respect to \( p \) in Lemma A.0.1.

**Lemma A.0.1.** Let \( v \) be a vector of real values, and let \( p \) be a vector of probabilities satisfying \( \Pr(h(Z)=v_i) = p_i \), where \( h(Z) \) is a discrete random variable. Let \( U \) and \( L \) be defined by,

\[
U(c, p) = p^T v + \frac{\epsilon + \tilde{\Lambda}_{p,h}(c)}{c}p, \quad \text{and} \quad L(c, p) = p^T v - \frac{\epsilon + \tilde{\Lambda}_{p,h}(-c)}{c}p.
\]

The partial derivatives of \( U \) and \( L \) with respect to \( p \) are given by,

\[
\frac{\partial}{\partial p} U(c, p) = \frac{\exp(cv)}{c}p^T \exp(cv), \quad \text{and} \quad \frac{\partial}{\partial p} L(c, p) = -\frac{\exp(-cv)}{c}p^T \exp(-cv).
\]

**Proof.** For notational convenience, let \( \tilde{M}_{p,h} \) denote the centered moment-generating function of \( p \) given \( h \), which is simply the natural exponential of the centered CGF, \( \tilde{\Lambda}_{p,h}(c) = \log \tilde{M}_{p,h}(c) \).

To derive \( \frac{\partial U(c, p)}{\partial p} \), we have,
\[
\frac{\partial U_e(p, c)}{\partial p} = v + \frac{1}{c} \frac{\partial}{\partial p} \tilde{A}_{p, h}(c) \\
= v + \frac{1}{c} \frac{\partial}{\partial p} \log \tilde{M}_{p, h}(c) \\
= v + \frac{1}{cM_{p, h}(c)} \frac{\partial}{\partial p} \{p^\top \exp (cv - cp^\top v)\} \\
= v + \frac{1}{cM_{p, h}(c)} \left\{ \exp (cv - cp^\top v) + p^\top \frac{\partial}{\partial p} \exp (cv - cp^\top v) \right\} \\
= v + \frac{1}{cM_{p, h}(c)} \left\{ \exp (cv - cp^\top v) + p^\top \exp (cv - cp^\top v) (-cv) \right\} \\
= v + \frac{1}{cM_{p, h}(c)} \left\{ \exp (cv - cp^\top v) - c\tilde{M}_{p, h}(c)v \right\} \\
= v + \frac{\exp (cv - cp^\top v)}{cM_{p, h}(c)} - v \\
= \frac{\exp (cv - cp^\top v)}{cp^\top \exp (cv - cp^\top v)} \\
= \frac{\exp (cv)}{cp^\top \exp (cv)}. 
\]

A similar derivation shows that

\[
\frac{\partial L_e(p, c)}{\partial p} = -\frac{\exp (-cv)}{cp^\top \exp (-cv)}. 
\]

\[
\square
\]

The gradients presented in Lemma A.0.1 are raw gradients, indicating that they do not necessarily point along the hyperplane defined by the constraint that the sum of the entries in \(p\) must equal one. Fortunately, it is straightforward to project these gradients onto the tangent space of this hyperplane. In particular, the set of \(p\) that satisfy \(1_k^T p = 1\) forms a hyperplane with a normal vector given by \(n = \frac{1}{\sqrt{k}} 1_k\). Consequently, the gradient vectors in Lemma A.0.1 can be projected to lie along this hyperplane by pre-multiplying it by the projection matrix, \(I_{k \times k} - nn^T\). Conveniently, \(nn^T\) is simply the \(k \times k\) matrix with each entry equal to \(1/k\), so that this pre-multiplication corre-
sponds exactly to subtracting from each entry of the gradient vector the average value of all entries in the gradient vector:

\[
\bar{g}_i = g_i - \frac{1}{k} \sum_{j=1}^{k} g_j.
\]

Using this observation, it follows that the constraint that \(1^T_k p = 1\) can be enforced during optimization by initializing the process at some feasible \(p_0 \in \mathcal{P}\), and following the projected gradients given below in Lemma A.0.2.

**Lemma A.0.2.** Let \(p \in \mathbb{R}^k\) be constrained to satisfy \(\sum_{j=1}^{k} p_j = 1\). Then the projected gradients of the upper and lower bounds provided in Lemma A.0.1 with respect to \(p\) are given by:

\[
\begin{align*}
\bar{g}_U(p) &= \frac{\exp(cv) - \left(\frac{1}{k} \sum_{j=1}^{k} \exp(cv_j)\right) 1_k}{c \p^T \exp(cv)}, \quad \text{and} \\
\bar{g}_L(p) &= -\frac{\exp(-cv) + \left(\frac{1}{k} \sum_{j=1}^{k} \exp(-cv_j)\right) 1_k}{c \p^T \exp(-cv)}.
\end{align*}
\]

Using the projected gradients in Lemma A.0.2 ensures that the sequence of iterates produced during optimization have components that sum to one, but does not ensure that they remain within the convex subset of the \(k\)-dimensional probability simplex defined by \(\mathcal{P}\). In particular, if any iterate \(p_t\) lies within the interior of \(\mathcal{P}\), then the projected gradients in Lemma A.0.2 are acceptable, since for a sufficiently small step size \(\alpha\), the next iterate, \(p_{t+1} = p_t + \alpha \bar{g}(p_t)\), can be made to also satisfy \(p_{t+1} \in \mathcal{P}\). However, if \(p_t\) lies on the boundary of \(\mathcal{P}\), then it is possible that \(p_{t+1} \notin \mathcal{P}\) for any choice positive step size. Furthermore, it is important to consider this possibility since, as shown in the following lemma, the \(p\) that optimizes the upper or lower bound functions lies on the boundary of \(\mathcal{P}\) in all but trivial cases.

**Lemma A.0.3.** Let \(v\) be a vector of real values, and let \(p\) be a vector of probabilities satisfying \(\Pr(h(Z)=v_i) = p_i\), where \(h(Z)\) is a discrete random variable. Let \(U\) and \(L\) be defined by,

\[
U_\epsilon(p, c) = p^Tv + \frac{\epsilon + \tilde{A}_{p,h}(c)}{c}, \quad \text{and} \quad L_\epsilon(p, c) = p^Tv - \frac{\epsilon + \tilde{A}_{p,h}(-c)}{c}.
\]
Finally, let \( \mathcal{P} \) denote some convex subset of the \( k \)-dimensional probability simplex, denoted \( \Delta_k \).

If \( \mathbf{v} \) has more than one unique value, then if either \( \mathbf{p}^* \in \arg \max_{\mathbf{p} \in \mathcal{P}} U_{\epsilon}(\mathbf{p}, c) \) or \( \mathbf{p}^* \in \arg \min_{\mathbf{p} \in \mathcal{P}} L_{\epsilon}(\mathbf{p}, c) \), then it follows that \( \mathbf{p}^* \) lies on the boundary of \( \mathcal{P} \).

**Proof.** We prove this result by showing that the first-order KKT conditions for optimality cannot be satisfied within the interior of \( \mathcal{P} \) if \( \mathbf{v} \) contains two or more unique values.

To show this for \( U_{\epsilon}(\mathbf{p}, c) \), we first write the expression for the projected gradient of \( U_{\epsilon} \) with respect to \( \mathbf{p} \) as given in Lemma A.0.2:

\[
\bar{\mathbf{g}}_{U_{\epsilon}}(\mathbf{p}) = \exp(c\mathbf{v}) - \left( \frac{1}{k} \sum_{j=1}^{k} \exp(c\mathbf{v}_j) \right) \mathbf{1}_k
\]

The first-order KKT conditions for optimality imply that if \( \mathbf{p}^* \) lies on the interior of \( \mathcal{P} \) and maximizes \( U_{\epsilon} \), then each entry of \( \bar{\mathbf{g}}(\mathbf{p}^*) \) must be equal to zero. Setting \( \bar{\mathbf{g}}(\mathbf{p}^*) = 0 \) and rearranging terms, we have,

\[
\exp(c\mathbf{v}) - \left( \frac{1}{k} \sum_{j=1}^{k} \exp(c\mathbf{v}_j) \right) \mathbf{1}_k = 0_k
\]

\[
\exp(c\mathbf{v}) - \left( \frac{1}{k} \sum_{j=1}^{k} \exp(c\mathbf{v}_j) \right) \mathbf{1}_k = 0_k
\]

As a consequence, we see that \( \mathbf{p}^* \) cannot be a maximizer of \( U_{\epsilon} \) and lie within the interior of \( \mathcal{P} \) unless each entry in \( \mathbf{v} \) is identical.

The proof for \( L_{\epsilon} \) follows analogously. \( \square \)

To allow optimization when an iterate \( \mathbf{p}_t \) lies on the boundary of \( \mathcal{P} \), we propose to first compute a set of normal vectors describing the tangent hyperplanes to \( \mathcal{P} \) at \( \mathbf{p}_t \). If the boundary of \( \mathcal{P} \) is
locally flat at \( p \), then there is only a single tangent hyperplane, \( n \), and the gradient can be modified by projecting away this dimension by pre-multiplying the gradient by \( I_{k \times k} - nn^T \). However, for many \( \mathcal{P} \), such as those proposed in Chapter 4, \( \mathcal{P} \) forms a polytope within \( \Delta_k \), and \( p_t \) might lie on edges where two or more supporting hyperplanes meet. Because simultaneously projecting out the component of the gradient that lies orthogonal to a set of hyperplanes is difficult when the hyperplanes themselves are not orthogonal, we instead propose to modify the gradient by solving a linear-constrained quadratic program. In particular, if \( p_t \) lies at the intersection of \( d \) locally flat surfaces forming the boundary of \( \mathcal{P} \), then we first compute the set of normal vectors to this surface at \( p_t \), and denote them by \( n_i \) for \( i = 1, \ldots, d \). Then, we compute the modified gradient, denoted \( \hat{g}(p_t) \) as the solution to the following linear constrained quadratic programming problem:

\[
\hat{g}(p_t) = \arg\min_{g \in \mathbb{R}^k} \|g(p_t) - g\|^2 \\
\text{s.t. } \forall i \in \{1, \ldots, d\}, \ g^T n_i \leq 0.
\]

This quadratic programming problem can be solved efficiently with standard solvers, and produces a \( \hat{g}(p_t) \) that can be viewed as the closest vector to \( \bar{g}(p_t) \) that does not point out of the set \( \mathcal{P} \) at \( p_t \). Furthermore, since \( \bar{g}(p_t) \) lies in the tangent space of \( \mathcal{P} \), it follows that \( \hat{g}(p_t) \) will as well. Finally, if \( \bar{g}(p_t) \) points directly out of the set \( \mathcal{P} \), the \( \hat{g}(p_t) \) returned will be uniformly zero, indicating that the optimal \( p \) has been found.

Given expressions for the gradients of \( U_\varepsilon \) and \( L_\varepsilon \) with respect to \( p \), and procedures for modifying these gradients to ensure that the sequence of iterates produced during gradient-based optimization remain in \( \mathcal{P} \), it is reasonable to construct such an optimization algorithm and assume that it should find the optimal values for \( p \) efficiently. Unfortunately, there is one last step to complete, which is necessary due to the property that the upper and lower bound functions are not concave and convex, respectively. Therefore, standard techniques for selecting step sizes at each iteration, which assume convexity or concavity, are not suitable. Fortunately, the upper and lower bound functions can be shown to be quasiconcave and quasiconvex, respectively, which implies that any
local optima of these functions over $p \in \mathcal{P}$ are global optimizers. Furthermore, we show that the direction of the gradient of these functions does not depend on the specific choice of $\mathcal{P}$, which implies that the problem of selecting the step size on each iteration can be avoided by always setting the step size to be the largest value that ensures that the next iterate lies in $\mathcal{P}$. Below, we prove these two results, and provide pseudocode for our procedure for optimizing the upper and lower bounds over $\mathcal{P}$.

First, we prove that the upper and lower bound functions are quasiconcave and quasiconvex in $p$. 

**Theorem A.0.4.** Let $P$ be a probability distribution defined on a discrete set of real values, $\mathcal{X} := \{x_i\}_{i=1}^k$, so that the centered MGF of $P$ is defined by

$$M_P(c) = \sum_{i=1}^k P_i \exp \left( c(x_i - E_P[X]) \right).$$

For a fixed choice of $c > 0$, the centered MGF above is quasi-concave in $P$.

**Proof.** Let $P$ and $Q$ be a pair of probability distributions defined on a discrete set of real values, $\mathcal{X} := \{x_i\}_{i=1}^k$. Let $M_P(1) = \sum_{i=1}^k P_i \exp \left( X - E_P[X] \right)$ and $M_P(1) = \sum_{i=1}^k P_i \exp \left( X - E_P[X] \right)$ be the centered MGFs of $P$ and $Q$ evaluated at $c = 1$. Now, define $R$ such that $R_i = (1-\alpha)P_i + \alpha Q_i$, for $\alpha \in [0,1]$. We have,

$$M_R(1) = (1-\alpha) \sum_{i=1}^k P_i \exp \left( X - E_R[X] \right) + \alpha \sum_{i=1}^k Q_i \exp \left( X - E_R[X] \right).$$

By linearity of expectation, $E_R[X] = (1-\alpha)E_P[X] + \alpha E_Q[X]$. Rearranging terms and defining $d := E_P[X] - E_Q[X]$, it follows that $E_R[X]$ can also be written as:

137
\[
E_R[X] = E_P[X] - \alpha d \\
E_R[X] = E_Q[X] + (1-\alpha)d.
\]

Substituting these into the previous expression for \(M_R(1)\), we have:

\[
M_R(1) = (1-\alpha) \sum_{i=1}^{k} P_i \exp \left( X - E_P[X] + \alpha d \right) \\
+ \alpha \sum_{i=1}^{k} Q_i \exp \left( X - E_Q[X] + (\alpha-1)d \right) \\
= (1-\alpha) \exp (\alpha d) M_P(1) \\
+ \alpha \exp ((\alpha-1)d) M_Q(1). \\
\geq [(1-\alpha) \exp (\alpha d) + \alpha \exp ((\alpha-1)d)] M_- (1),
\]

where \(M_- (1) := \min \{M_P(1), M_Q(1)\}\). Noting that \(\exp(x) \geq 1 + x\) for all \(x \in \mathbb{R}\), we have

\[
M_R(1) \geq [(1-\alpha)(1 + \alpha d) + \alpha(1 + (\alpha-1)d)] M_- (1) \\
= [(1+\alpha d - \alpha^2 d) + (\alpha+\alpha^2 d - \alpha d)] M_- (1) \\
= M_- (1).
\]

Thus, for \(c = 1\) and \(R = (1-\alpha)P + \alpha Q\), we have shown that \(M_R(c) \geq \min \{M_P(c), M_Q(c)\}\)—that is, \(M_P(c)\) is quasi-concave in \(P\) for \(c = 1\). To extend this result for \(c \neq 1\), we note that for any \(c > 0\), we can define a new variable, \(X'\), to take values in the set \(X' = \{cx_i\}_{i=1}^{k}\). Consequently, we have \(x'_i = cx_i\) and \(E_P[X'] = cE_P[X]\). If \(M'_P(1)\) is the centered MGF using \(X'\) instead of \(X\), we have \(M_P(c) = M'_P(1)\). Applying the above result, it follows that \(M'_P(1)\) is quasi-concave in \(P\), and therefore \(M_P(c)\) is quasi-concave in \(P\) for all \(c > 0\).

A defining property of quasiconcave functions is that they have convex upper contour sets. As a result, if \(p\) achieves a particular value of the upper bound, it implies that \(p\) lies within some
convex subset of $\mathcal{P}$ with equal or greater values. Since this applies for all $p \in \mathcal{P}$, it follows that the maximizer of $U_\epsilon$ in $\mathcal{P}$ is either unique, or it lies within a convex subset of $\mathcal{P}$ that achieve identically large values. A similar argument shows that, as a quasiconvex function, the minimizer of $L_\epsilon$ is either unique, or part of a convex subset of $\mathcal{P}$ that achieves the same minimum.

Finally, since the upper and lower bound functions are not concave and convex respectively, standard approaches for selecting step sizes will not ensure efficient convergence to the global optima. In the following corollary, we show that fortunately, the precise expressions for the upper and lower bounds allow the step size at each iteration to be arbitrarily large, so that they can be selected to be as large as possible provided they do not cause the next iterate to lie outside $\mathcal{P}$.

**Corollary A.0.4.1.** Let $v$ be a vector of real values, and let $p$ be a vector of probabilities satisfying $Pr(h(Z)=v_i) = p_i$, where $h(Z)$ is a discrete random variable. Let $U$ and $L$ be defined by,

$$U_\epsilon(p, c) = p^T v + \frac{\epsilon + \tilde{A}_p h(c)}{c}, \quad \text{and} \quad L_\epsilon(p, c) = p^T v - \frac{\epsilon + \tilde{A}_p h(-c)}{c}.$$ 

It follows that, at any point $p \in \Delta$, the projected gradients of $U$ and $L$ can be written as,

$$\bar{g}_U(p) = \beta_U(p)n_U \quad \text{and} \quad \bar{g}_L(p) = \beta_L(p)n_L,$$

where $\beta_U(p)$ and $\beta_L(p)$ are non-negative scaling factors, and $n_U$ and $n_L$ are unit-norm vectors that do not depend on $p$.

**Proof.** First, we examine the projected gradient of the upper bound with respect to $p$, provided in Lemma A.0.2:

$$\bar{g}_U(p) = \frac{\exp(cv) - \left(\frac{1}{c} \sum_{j=1}^{k} \exp(cv_j)\right) 1_k}{c p^T \exp(cv)}.$$ 

First, let $d_U := \exp(cv) - \left(\frac{1}{c} \sum_{j=1}^{k} \exp(cv_j)\right) 1_k$. Substituting $d_U$ and multiplying by $\|d_U\|/\|d_U\|$, we have,

$$\bar{g}_U(p) = \left(\frac{\|d_U\|}{c p^T \exp(cv)}\right) \frac{d}{\|d_U\|}.$$
Importantly, $d_U$ is defined by the specific value of $c > 0$ and $v$, and does not depend on $p$. It follows that $g_U(p)$ can be written as,

$$
\bar{g}_U(p) = \beta_U(p)n_U,
$$

where the scaling factor $\beta_U(p)$ is given by,

$$
\beta_U(p) = \frac{\|d_U\|}{c p^\top \exp(c v)},
$$

and $n = d_U/\|d_U\|$ is a unit-norm vector that does not depend on $p$.

Finally, we show that the scaling factor is non-negative. First, since the numerator of the scaling factor defines the length of a vector, it is non-negative by definition. Second, since the entries of $p$ are constrained to be non-negative and sum to one, $c > 0$, and the exponential function is strictly positive, it follows that the denominator of the scaling factor is also positive. Consequently, $\beta_U(p) \geq 0$.

The proof for the projected gradient of the lower bound is analogous. Lemma A.0.2 states that the projected gradient of the lower bound with respect to $p$ is given by,

$$
\bar{g}_L(p) = -\frac{\exp(-cv) + \left(\frac{1}{k} \sum_{j=1}^k \exp(-cv_j)\right) 1_k}{c p^\top \exp(-cv)}.
$$

Defining $d_L := -\exp(c v) - \left(\frac{1}{k} \sum_{j=1}^k \exp(c v_j)\right) 1_k$, it follows that $\bar{g}_L$ can be written as,

$$
\bar{g}_L(p) = \left(\frac{\|d_L\|}{c p^\top \exp(-cv)}\right) \frac{d_L}{\|d_L\|} = \beta_L(p)n_L,
$$

where $\beta_L(p) := \|d_L\|/(c p^\top \exp(-cv))$ is a non-negative scaling factor and $n_L := d_L/\|d_L\|$ is a unit-norm vector that does not depend on $p$. \qed
Corollary A.0.4.1 is significant because it implies that, when optimizing the bounds over $p \in \Delta$, the step size at each iteration can be chosen to be arbitrarily large. For example, let $p_t$ be an iterate at iteration $t$ when maximizing the upper bound, and let $p_{t+1} = p_t + \alpha \bar{g}(p_t)$ be a potential next iterate produced by following the projected gradient at $p_t$ with any positive step size $\alpha$ that satisfies $p_{t+1} \in \Delta$. Typically, the projected gradient would be recomputed at $p_{1+1}$, and this process would be repeated until convergence. However, we can instead consider the impact of continuing from $p_{t+1}$ using the old gradient, $\bar{g}(p_t)$. The directional derivative of the upper bound at $p_{t+1}$ along the direction $\bar{g}(p_t)$ is given by,

$$\bar{g}(p_t)^T \bar{g}(p_{t+1}) = \beta_U(p_t) \beta_U(p_{t+1}) n_U^T n_U = \beta_U(p_t) \beta_U(p_{t+1}) \geq 0.$$  

Intuitively, this implies that if, instead of generating $p_{t+1}$ using step size $\alpha$, we had used a larger step size, $\alpha'$, the value of the upper bound at $p_{t+1}$ would become larger. A similar argument shows that the decrease in the lower bound between iterates becomes larger when using larger step sizes. Consequently, it is possible to optimize the upper and lower bounds using the largest possible step size that satisfies $p_{t+1} \in \Delta$ for each iteration, $t$. Because $\mathcal{P}$ is a convex set, the upper and lower bound functions have convex upper and lower contour sets, respectively, and because the values of the upper and lower bounds are guaranteed to increase and decrease, respectively, on each iteration, the sequence of iterates converges to the optima in each case. This scheme for selecting step sizes overcomes many of the difficulties that arise when optimizing general quasiconvex and quasiconcave functions, and in practice we have found that the resulting optimization algorithms require only a small number of iterations to reach convergence.

Having provided gradients, procedures for updating them to ensure that the sequence of iterates lie in $\mathcal{P}$, proofs that the local optima of the upper and lower bound functions are global optima within $\mathcal{P}$, and having derived a scheme for setting step sizes that rapidly converges to the
Algorithm 12 MaximizeOverP(\( c, \epsilon, v, p, P \))

1: \textbf{for} \( t = 1, \ldots \) \textbf{do}
2: \quad \( g \leftarrow \frac{\exp(cv) \exp(v)}{\exp(v)} \)
3: \quad \( \bar{g} \leftarrow g - \left( \sum_{j=1}^{k} g_j \right) \mathbf{1}_k \)
4: \quad \textbf{if} \( p_t \) lies on a boundary of \( P \) \textbf{then}
5: \quad \quad \textbf{for} each tangent hyperplane, \( i \), of the boundary of \( P \) at \( p_t \) \textbf{do}
6: \quad \quad \quad \( n_i \leftarrow \) the normal vector to hyperplane \( i \)
7: \quad \quad \textbf{end for}
8: \quad \hat{g} \leftarrow \arg\min_{g \in \mathbb{R}^k} \|\bar{g} - g'\|^2 \text{ s.t. } \forall i \in \{1, \ldots, d\}, g^T n_i \leq 0.
9: \quad \textbf{else}
10: \quad \hat{g} \leftarrow \bar{g}
11: \textbf{end if}
12: \alpha^*_t \leftarrow \max\{\alpha > 0 : p_t + \alpha \hat{g} \in P\}
13: \quad \textbf{if} \( \hat{g} \approx 0_k \) \textbf{then}
14: \quad \quad \textbf{return} \( p_t \)
15: \textbf{else}
16: \quad p_{t+1} \leftarrow p_t + \alpha \hat{g}
17: \textbf{end if}
18: \textbf{end for}

Optima, we now provide pseudocode for optimizing the upper and lower bounds over \( p \in P \) in Algorithm 12.
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