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Main Contribution

How do we know a program does what it claims to do?

Research Impact:

- Computer Systems
- Interesting and novel use of Natural Language Processing.
- Usable Privacy

https://www.usableprivacy.
org/



Success story



Topic Modeling in 2 mins



Next few slides from Prof. Blei's talk slides
http://www.cs.columbia.edu/~blei/talks/Blei Topic Modelin

g Workshop 2013.pdf
http://www.cs.columbia.edu/~blei/talks/Blei Science 2008.

pdf



http://www.cs.columbia.edu/~blei/talks/Blei_Topic_Modeling_Workshop_2013.pdf
http://www.cs.columbia.edu/~blei/talks/Blei_Science_2008.pdf




Topics as summary



Evolution of topics over time



Latent Dirichlet Allocation (LDA)

A document exhibits multiple topics



Latent Dirichlet Allocation (LDA)

Each document is a random mixture of corpus wide topics

Each word is drawn from one of those topics
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Implementation

* App collection
CHABADA collect 22,500+ Android applications from Google Play Store

* |dentify Topics

Using Latent Dirichlet Allocation (LDA) on the app descriptions to
define 30 topics (Eg: music, money...)



Implementation

* Cluster Apps

CHABADA classifies apps into 32 clusters using K-Means algorithm with
its related topics

* Used APIs

In each cluster, CHABADA identifies sensitive APIs each app statically
accesses



Implementation

e OQutliers

CHABADA identifies outliers in the APIs clusters using unsupervised
one-class SVM anomaly classification



Evaluation

e Outlier Detection

RQ1: Can our technique effectively identify anomalies (i.e., mismatches
between description and behavior) in Android applications?

* Malware Detection
RQ2: Can our technique be used to identify malicious Android applications?



Evaluation — Outlier Detection

* Experiment data
- 32 clusters with an entire set of 22,521 applications

* Experiment - CHABADA

- Partitioning and training: 9 subsets for training and 1 subset for
testing; run 10 times

- Manual assessment: 3 categories (malicious, dubious, benign)



Evaluation — Outlier Detection

e Result:

- Top 5 outliers are identified from each cluster; 160 outliers out of
22,521 applications

- Top outliers, as produced by CHABADA, contain 26% malware;
additional 13% dubious apps

- 39% of the top 5 outliers require additional scrutiny by app store
managers or end users



Evaluation — Malware Detection

* Experiment data
- Original set of “benign” apps (2,238) and reduced set of “malicious”

apps (172)

* Experiment:
- Run OC-SVM as a classifier that decides whether an element would
be part of the same distribution or not

 Comparison:

- Classification using topic clusters

- Classification without clustering

- Classification using given categories



Evaluation — Malware Detection

* Classification using topic clusters

Malicious apps 96.5 (56%) 75.5 (44%)
Benign apps 353.9 (16%) 1,884.4 (84%)

Table 1: Checking APls and descriptions within topic clusters (CHABADA)

In our sample, even without knowing existing malware patterns,
CHABADA detects the majority of malware as such.




Evaluation — Malware Detection

* Classification without clustering

Malicious apps 41 (24%) 131 (76%)
Benign apps 334.9 (15%) 1,903.1 (85%)

Table 2: Checking APIs and descriptions in one single cluster

Classifying without clustering yields more false negatives.




Evaluation — Malware Detection

* Classification using given categories

Malicious apps 81.6 (47%) 90.4 (53%)
Benign apps 356.9 (16%) 1,881.1 (84%)

Table 3: Checking APIs and descriptions within Google Play Store categories

Clustering by description topics is superior to clustering by given
categories
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Predicted as malicious

Predicted as benign

Malicious apps

96.5 (56%)

75.5 (44%)

Benign apps

353.9 (16%)

1,384.4 (84%)

Predicted as malicious

Predicted as benign

Malicious apps

41 (24%)

131 (76%)

Benign apps

334.9 (15%)

1,903.1 (85%)

Predicted as malicious

Predicted as benign

Malicious apps

81.6 (47%)

90.4 (53%)

Benign apps

356.9 (16%)

1,381.1 (84%)
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Discussion

1. LDA is definitely not the best way to do this.

LDA only assigns probability mass to very few words in a topic and

there is a high chance that a word representing malicious behavior
will be left out.



Discussion

2. Problem with source of data



Discussion

3. Anomalous behavior definition not robust

Sending text messages to alert users of bad weather might be ok
but not be present in the description



Discussion

4. Sensitivity to hyper-params



Discussion

5. What next? How do you plan to let the consumer’s know?



Thank youl!



