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Word sense disambiguation
• Task: Choose a word’s sense in context

• Given KB and text:
Want to tag spans in text with concept IDs

• Disambiguation problem

• “I saw the bank” => bank#1 or bank#2?

• “Michael Jordan was here” => ?
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• Many terms for this: concept tagging, entity linking, 
“wikification”, WSD
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• Supervised setting: need ground-truth concept IDs for words 
in text

• Main approach: use contextual information to disambiguate.

3

Word sense disambiguation
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Supervised%WSD%3:%Extract%feature%vectors
Intuition%from%Warren%Weaver%(1955):

“If&one&examines&the&words&in&a&book,&one&at&a&time&as&through&
an&opaque&mask&with&a&hole&in&it&one&word&wide,&then&it&is&
obviously&impossible&to&determine,&one&at&a&time,&the&meaning&
of&the&words…&
But&if&one&lengthens&the&slit&in&the&opaque&mask,&until&one&can&
see&not&only&the&central&word&in&question&but&also&say&N&words&
on&either&side,&then&if&N&is&large&enough&one&can&unambiguously&
decide&the&meaning&of&the&central&word…&
The&practical&question&is&:&``What&minimum&value&of&N&will,&at&
least&in&a&tolerable&fraction&of&cases,&lead&to&the&correct&choice&
of&meaning&for&the&central&word?”
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Two%kinds%of%features%in%the%vectors

• Collocational features&and&bagTofTwords%features
• Collocational
• Features&about&words&at&specific positions&near&target&word
• Often&limited&to&just&word&identity&and&POS

• BagTofTwords
• Features&about&words&that&occur&anywhere&in&the&window&(regardless&
of&position)
• Typically&limited&to&frequency&counts

[slide: SLP3]
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Examples

• Example&text&(WSJ):
An&electric&guitar&and&bass player&stand&off&to&
one&side&not&really&part&of&the&scene

• Assume&a&window&of&+/> 2&from&the&target
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Collocational features

• Position>specific&information&about&the&words&and&
collocations&in&window

• guitar&and&bass player&stand

• word&1,2,3&grams&in&window&of&�3&is&common

10 CHAPTER 16 • COMPUTING WITH WORD SENSES

ually tagged with WordNet senses (Miller et al. 1993, Landes et al. 1998). In ad-
dition, sense-tagged corpora have been built for the SENSEVAL all-word tasks. The
SENSEVAL-3 English all-words test data consisted of 2081 tagged content word to-
kens, from 5,000 total running words of English from the WSJ and Brown corpora
(Palmer et al., 2001).

The first step in supervised training is to extract features that are predictive of
word senses. The insight that underlies all modern algorithms for word sense disam-
biguation was famously first articulated by Weaver (1955) in the context of machine
translation:

If one examines the words in a book, one at a time as through an opaque
mask with a hole in it one word wide, then it is obviously impossible
to determine, one at a time, the meaning of the words. [. . . ] But if
one lengthens the slit in the opaque mask, until one can see not only
the central word in question but also say N words on either side, then
if N is large enough one can unambiguously decide the meaning of the
central word. [. . . ] The practical question is : “What minimum value of
N will, at least in a tolerable fraction of cases, lead to the correct choice
of meaning for the central word?”

We first perform some processing on the sentence containing the window, typi-
cally including part-of-speech tagging, lemmatization , and, in some cases, syntactic
parsing to reveal headwords and dependency relations. Context features relevant to
the target word can then be extracted from this enriched input. A feature vectorfeature vector
consisting of numeric or nominal values encodes this linguistic information as an
input to most machine learning algorithms.

Two classes of features are generally extracted from these neighboring contexts,
both of which we have seen previously in part-of-speech tagging: collocational fea-
tures and bag-of-words features. A collocation is a word or series of words in acollocation
position-specific relationship to a target word (i.e., exactly one word to the right, or
the two words starting 3 words to the left, and so on). Thus, collocational featurescollocational

features
encode information about specific positions located to the left or right of the target
word. Typical features extracted for these context words include the word itself, the
root form of the word, and the word’s part-of-speech. Such features are effective at
encoding local lexical and grammatical information that can often accurately isolate
a given sense.

For example consider the ambiguous word bass in the following WSJ sentence:

(16.17) An electric guitar and bass player stand off to one side, not really part of
the scene, just as a sort of nod to gringo expectations perhaps.

A collocational feature vector, extracted from a window of two words to the right
and left of the target word, made up of the words themselves, their respective parts-
of-speech, and pairs of words, that is,

[wi�2,POSi�2,wi�1,POSi�1,wi+1,POSi+1,wi+2,POSi+2,wi�1
i�2,w

i+1
i ] (16.18)

would yield the following vector:
[guitar, NN, and, CC, player, NN, stand, VB, and guitar, player stand]

High performing systems generally use POS tags and word collocations of length
1, 2, and 3 from a window of words 3 to the left and 3 to the right (Zhong and Ng,
2010).

The second type of feature consists of bag-of-words information about neigh-
boring words. A bag-of-words means an unordered set of words, with their exactbag-of-words
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BagTofTwords%features

• “an&unordered&set&of&words”&– position&ignored
• Counts&of&words&occur&within&the&window.
• First&choose&a&vocabulary
• Then&count&how&often&each&of&those&terms&occurs&in&a&
given&window
• sometimes&just&a&binary&“indicator”&1&or&0

[slide: SLP3]
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• Supervised setting: need ground-truth concept IDs for words in text

• Contextual features

• Word immediately to left ... to right ...

• Word within 10 word window  (20 word window? entire document?)

• Features from matching a concept description, if your KB has one
• Michael Jeffrey Jordan (born February 17, 1963), also known by his initials, MJ,[1] is an American former 

professional basketball player. He is also a businessman, and principal owner and chairman of the Charlotte 
Hornets. Jordan played 15 seasons in the National Basketball Association (NBA) for theChicago Bulls and 
Washington Wizards.

• Overall (prior) sense frequency

• For WN, hard to beat Most Frequent Sense baseline (?!)

• Contrast to distributional semantics:
unsupervised learning of word meanings

10

Word sense disambiguation
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Affect in text
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Affec%ve	meaning

•Drawing	on	literatures	in
•affec%ve	compu%ng	(Picard	95)
•linguis%c	subjec%vity	(Wiebe	and	colleagues)
•social	psychology	(Pennebaker	and	colleagues)

•Can	we	model	the	lexical	seman%cs	relevant	to:
•sen%ment
•emo%on
•personality
•mood	
•aEtudes

12 [slide: SLP3]
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Why	compute	affec%ve	meaning?
•Detec%ng:
•sen%ment	towards	poli%cians,	products,	countries,	ideas
•frustra%on	of	callers	to	a	help	line
•stress	in	drivers	or	pilots
•depression	and	other	medical	condi%ons
•confusion	in	students	talking	to	e-tutors
•emo%ons	in	novels	(e.g.,	for	studying	groups	that	are	feared	over	%me)

•Could	we	generate:
•emo%ons	or	moods	for	literacy	tutors	in	the	children’s	storybook	domain
•emo%ons	or	moods	for	computer	games
•personali%es	for	dialogue	systems	to	match	the	user [slide: SLP3]
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Scherer’s	typology	of	affec%ve	states
Emo$on:	rela%vely	brief	episode	of	synchronized	response	of	all	or	most	organismic	
subsystems	in	response	to	the	evalua%on	of	an	event	as	being	of	major	significance

angry,	sad,	joyful,	fearful,	ashamed,	proud,	desperate

Mood:	diffuse	affect	state	…change	in	subjec%ve	feeling,	of	low	intensity	but	
rela%vely	long	dura%on,	oRen	without	apparent	cause

cheerful,	gloomy,	irritable,	listless,	depressed,	buoyant

Interpersonal	stance:	affec%ve	stance	taken	toward	another	person	in	a	specific	
interac%on,	coloring	the	interpersonal	exchange

distant,	cold,	warm,	suppor$ve,	contemptuous

A>tudes:	rela%vely	enduring,	affec%vely	colored	beliefs,	preferences	predisposi%ons	
towards	objects	or	persons	

liking,	loving,	ha$ng,	valuing,	desiring

Personality	traits:	emo%onally	laden,	stable	personality	disposi%ons	and	behavior	
tendencies,	typical	for	a	person

nervous,	anxious,	reckless,	morose,	hos$le,	envious,	jealous [slide: SLP3]
Wednesday, October 25, 17
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Sentiment/affect lexicons

• Overall text affect analyzers/generators/etc. tend to be 
domain-specific

• Sentiment/affect lexicons: attempt to be give useful word-level 
information across many situations

15
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• Long list of polarity lexicons in Reagan et al., 2016

• https://arxiv.org/pdf/1512.00531.pdf

16
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Dictionary # Fixed # Stems Total Range # Pos # Neg Construction License Ref.

labMT 10222 0 10222 1.3 ! 8.5 7152 2977 Survey: MT, 50 ratings CC [5]
ANEW 1034 0 1034 1.2 ! 8.8 584 449 Survey: FSU Psych 101 Free for research [7]
LIWC07 2145 2338 4483 [-1,0,1] 406 500 Manual Paid, commercial [8]
MPQA 5587 1605 7192 [-1,0,1] 2393 4342 Manual + ML GNU GPL [9]
OL 6782 0 6782 [-1,1] 2003 4779 Dictionary propagation Free [10]
WK 13915 0 13915 1.3 ! 8.5 7761 5945 Survey: MT, at least 14 ratings CC [11]
LIWC01 1232 1090 2322 [-1,0,1] 266 344 Manual Paid, commercial [8]
LIWC15 4071 2478 6549 [-1,0,1] 642 746 Manual Paid, commercial [8]
PANAS-X 20 0 20 [-1,1] 10 10 Manual Copyrighted paper [21]
Pattern 1528 0 1528 -1.0 ! 1.0 575 679 Unspecified BSD [22]
SentiWordNet 147700 0 147700 -1.0 ! 1.0 17677 20410 Synset synonyms CC BY-SA 3.0 [23]
AFINN 2477 0 2477 [-5,-4, . . .,4,5] 878 1598 Manual ODbL v1.0 [24]
GI 3629 0 3629 [-1,1] 1631 1998 Harvard-IV-4 Unspecified [25]
WDAL 8743 0 8743 0.0 ! 3.0 6517 1778 Survey: Columbia students Unspecified [26]
EmoLex 14182 0 14182 [-1,0,1] 2231 3243 Survey: MT Free for research [27]
MaxDi↵ 1515 0 1515 -1.0 ! 1.0 775 726 Survey: MT, MaxDi↵ Free for research [28]
HashtagSent 54129 0 54129 -6.9 ! 7.5 32048 22081 PMI with hashtags Free for research [29]
Sent140Lex 62468 0 62468 -5.0 ! 5.0 38312 24156 PMI with emoticons Free for research [30]
SOCAL 7494 0 7494 -30.2 ! 30.7 3325 4169 Manual GNU GPL [31]
SenticNet 30000 0 30000 -1.0 ! 1.0 16715 13285 Label propogation Citation requested [32]
Emoticons 132 0 132 [-1,0,1] 58 48 Manual Open source code [33]
SentiStrength 1270 1345 2615 [-5,-4, . . .,4,5] 601 2002 LIWC+GI Unknown [34]
VADER 7502 0 7502 -3.9 ! 3.4 3333 4169 MT survey, 10 ratings Freely available [35]
Umigon 927 0 927 [-1,1] 334 593 Manual Public Domain [36]
USent 592 0 592 [-1,1] 63 529 Manual CC [37]
EmoSenticNet 13188 0 13188 [-10,-2,-1,0,1,10] 9332 1480 Bootstrapped extension Non-commercial [38]

TABLE I: Summary of dictionary attributes used in sentiment measurement instruments. We provide all acronyms and
abbreviations and further information regarding dictionaries in Sec. II A. We test the first 6 dictionaries extensively. # Fixed,
# Stems, # Pos and # Neg refer to the numbers of: terms in the dictionary that are fixed words, stems used to match words,
terms that are rated above neutral, and terms rated below neutral. The range indicates whether scores are continuous or binary
(we use the term binary for dictionaries for which words are scored as ±1 and optionally 0).

main aspects—such as word count, score type (contin-
uum or binary), and license information—for the dictio-
naries listed above. In the github repository associat-
ed with our paper, https://github.com/andyreagan/
sentiment-analysis-comparison, we include all of the
dictionaries but LIWC.

The LabMT, ANEW, and WK dictionaries have scores
ranging on a continuum from 1 (low happiness) to 9 (high
happiness) with 5 as neutral, whereas the others we test
in detail have scores of ±1, and either explicitly or implic-
itly 0 (neutral). We will refer to the latter dictionaries
as being binary, even if neutral is included. Other non-
binary ranges include a continuous scale from -1 to 1
(SentiWordNet), integers from -5 to 5 (AFINN), contin-
uous from 1 to 3 (GI), and continuous from -5 to 5 (NRC).
For coverage tests, we include all available words, to gain
a full sense of the breadth of each dictionary. In scoring,
we do not include neutral words from any dictionary.

We test the LabMT, ANEW, and WK dictionaries for
a range of stop words (starting with the removal of words
scoring within �h = 1 of the neutral score of 5) [14]. The
ability to remove stop words is one advantage of dictio-
naries that have a range of scores, allowing us to tune
the instrument for maximum performance, while retain-
ing all of the benefits of a dictionary method. We will
show that, in agreement with the original paper intro-
ducing LabMT and looking at Twitter data, a �h = 1 is
a pragmatic choice in general [14].

Since we do not apply a part of speech tagger, when
using the MPQA dictionary we are obliged to exclude
words with scores of both +1 and -1. The words and
stems with both scores are: blood, boast* (we denote

stems with an asterisk), conscience, deep, destiny, keen,
large, and precious. We choose to match a text’s words
using the fixed word set from each dictionary before
stems, hence words with overlapping matches (a fixed
word that also matches a stem) are first matched by the
fixed word.

B. Corpora Tested

For each dictionary, we test both the coverage and the
ability to detect previously observed and/or known pat-
terns within each of the following corpora, noting the
pattern we hope to discern:

1. The New York Times (NYT) [39]: Goal of ranking
sections by sentiment (Sec. IIIA).

2. Movie reviews [40]: Goal of discerning positive and
negative reviews (Sec. III B).

3. Google Books [41]: Goal of creating time series
(Sec. III C).

4. Twitter: Goal of creating time series (Sec. III D).

For the corpora other than the movie reviews and small
numbers of tagged Tweets, there is no publicly available
ground truth sentiment, so we instead make comparisons
between methods and examine how words contribute to
scores. We note that comparison to societal measures of
well being would also be possible [42]. We o↵er greater
detail on corpus processing below, and we also provide
the relevant scripts on github at https://github.com/
andyreagan/sentiment-analysis-comparison.
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LIWC	(Linguis%c	Inquiry	and	Word	Count)
Pennebaker,	J.W.,	Booth,	R.J.,	&	Francis,	M.E.	(2007).	Linguis%c	Inquiry	and	Word	Count:	LIWC	2007.	Aus%n,	
TX

• Very	commonly	used,	very	commonly	cri%cized.
Created	by	psychologists	(not	linguists...)

•Home	page:	hcp://www.liwc.net/
• 2300	words,	>70	classes
• Affec$ve	Processes
•nega%ve	emo%on	(bad,	weird,	hate,	problem,	tough)
•posi%ve	emo%on	(love,	nice,	sweet)

• Cogni$ve	Processes
•Tenta%ve	(maybe,	perhaps,	guess),	Inhibi%on	(block,	constraint)

• Pronouns,	Nega$on	(no,	never),	Quan$fiers	(few,	many)	

•Costs	money [slide: SLP3]
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http://www.liwc.net/
http://www.liwc.net/
http://www.liwc.net/
http://www.liwc.net/
https://web.stanford.edu/~jurafsky/slp3/
https://web.stanford.edu/~jurafsky/slp3/


NRC	Word-Emo%on	Associa%on	Lexicon

18

Mohammad	and	Turney	2011

•10,000	words	chosen	mainly	from	earlier	lexicons
•Labeled	by	Amazon	Mechanical	Turk
•5	Turkers	per	hit
•Give	Turkers	an	idea	of	the	relevant	sense	of	the	word
•Result:

amazingly   anger   0
amazingly   anticipation    0
amazingly   disgust 0
amazingly   fear    0
amazingly   joy 1
amazingly   sadness 0
amazingly   surprise    1
amazingly   trust   0
amazingly   negative    0
amazingly   positive    1 [slide: SLP3]
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The	AMT	Hit

19 … [slide: SLP3]
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Sidenote

• Same author (Saif Mohammad) also has nice papers/webpages 
on logistic regression-based Twitter sentiment classifiers and 
other sentiment lexicons

• http://saifmohammad.com/WebPages/lexicons.html

20
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VADER

• Hutto and Gilbert (2014), freely available lexicon+software, 
esp for social media

21

• Crowdsourced lexicon

Figure 2: Example of the interface implemented for acquiring valid point estimates of sentiment valence (intensity) for each context-free 
candidate feature comprising the VADER sentiment lexicon. A similar UI was used for all rating activities described in sections 3.1-3.4. 
 
3.2 Identifying Generalizable Heuristics Humans 
Use to Assess Sentiment Intensity in Text 
We next analyze a purposeful sample of 400 positive and 
400 negative social media text snippets (tweets). We se-
lected this sample from a larger initial set of 10K random 
tweets pulled from Twitter’s public timeline based on their 
sentiment scores using the Pattern.en sentiment analysis 
engine15 (they were the top 400 most positive and negative 
tweets in the set). Pattern is a web mining module for Py-
thon, and the Pattern.en module is a natural language pro-
cessing (NLP) toolkit (De Smedt & Daelemans, 2012) that 
leverages WordNet to score sentiment according to the 
English adjectives used in the text. 
 Next, two human experts individually scrutinized all 800 
tweets, and independently scored their sentiment intensity 
on a scale from –4 to +4. Following a data-driven inductive 
coding technique similar to the Grounded Theory approach 
(Strauss & Corbin, 1998), we next used qualitative analysis 
techniques to identify properties and characteristics of the 
text which affect the perceived sentiment intensity of the 
text. This deep qualitative analysis resulted in isolating five 
generalizable heuristics based on grammatical and syntac-
tical cues to convey changes to sentiment intensity. Im-
portantly, these heuristics go beyond what would normally 
be captured in a typical bag-of-words model. They incor-
porate word-order sensitive relationships between terms: 
1. Punctuation, namely the exclamation point (!), increas-

es the magnitude of the intensity without modifying the 
semantic orientation. For example, “The food here is 
good!!!” is more intense than “The food here is good.” 

2. Capitalization, specifically using ALL-CAPS to empha-
size a sentiment-relevant word in the presence of other 
non-capitalized words, increases the magnitude of the 
sentiment intensity without affecting the semantic ori-

                                                 
15 http://www.clips.ua.ac.be/pages/pattern-en#sentiment 

entation. For example, “The food here is GREAT!” con-
veys more intensity than “The food here is great!” 

3. Degree modifiers (also called intensifiers, booster 
words, or degree adverbs) impact sentiment intensity 
by either increasing or decreasing the intensity. For ex-
ample, “The service here is extremely good” is more in-
tense than “The service here is good”, whereas “The 
service here is marginally good” reduces the intensity. 

4. The contrastive conjunction “but” signals a shift in sen-
timent polarity, with the sentiment of the text following 
the conjunction being dominant. “The food here is 
great, but the service is horrible” has mixed sentiment, 
with the latter half dictating the overall rating. 

5. By examining the tri-gram preceding a sentiment-laden 
lexical feature, we catch nearly 90% of cases where ne-
gation flips the polarity of the text. A negated sentence 
would be “The food here isn’t really all that great”. 

3.3 Controlled Experiments to Evaluate Impact of 
Grammatical and Syntactical Heuristics 
Using the general heuristics we just identified, we next 
selected 30 baseline tweets and manufactured six to ten 
variations of the exact same text, controlling the specific 
grammatical or syntactical feature that is presented as an 
independent variable in a small experiment. With all of the 
variations, we end up with 200 contrived tweets, which we 
then randomly insert into a new set of 800 tweets similar to 
those used during our qualitative analysis. We next asked 
30 independent AMT workers to rate the sentiment intensi-
ty of all 1000 tweets to assess the impact of these features 
on perceived sentiment intensity. (AMT workers were all 
screened, trained, and data quality checked as described in 
subsection 3.1.1). Table 2 illustrates some examples of 
contrived variations on a given baseline: 
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VADER
• Rule-based text classifier (not sup learning) on top of their sentiment lexicon

• Punctuation, capitalization, degree modifiers / intensifiers, “but” as contrastive, 
negations

• Can exceed supervised learning performance

• I’d expect sup learning wins if there’s lots of in-domain training data... but that’s 
not always feasible
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accuracy (with classification thresholds set at –0.05 and 
+0.05 for all normalized sentiment scores between -1 and 
1), we can see that VADER (F1 = 0.96) actually outper-
forms even individual human raters (F1 = 0.84) at correctly 
classifying the sentiment of tweets. Notice how the LIWC, 
GI, ANEW, and Hu-liu04 results in Figure 3 show a con-
centration of tweets incorrectly classified as neutral. Pre-
sumably, this is due to lack of coverage for the sentiment-
oriented language of social media text, which is often ex-
pressed using emoticons, slang, or abbreviated text such as 
acronyms and initialisms.  

The lexicons for the machine learning algorithms were 
all constructed by training those models on half the data 
(again, incorporating all rules), with the other half being 
held out for testing. While some algorithms performed 
decently on test data from the specific domain for which it 
was expressly trained, they do not significantly outstrip the 
simple model we use. Indeed, in three out of four cases, 
VADER performs as well or better across domains than 
the machine learning approaches do in the same domain 
for which they were trained. Table 5 explicitly shows this, 
and also highlights another advantage of VADER – its 
simplicity makes it computationally efficient, unlike some 
SVM models, which were unable to fully process the data 
from the larger corpora (movie reviews and NYT editori-
als) even on a multicore system with large RAM: 

 

 
Table 5: Three-class accuracy (F1 scores) for each machine 
trained model (and the corpus it was trained on) as tested against 
every other domain context (SVM models for the movie and NYT 
data were too intensive for our multicore CPUs with 94GB RAM) 

As discussed in subsections 3.2 and 3.3, we identified 
and quantified the impact of several generalizable heuris-
tics that humans use when distinguishing between degrees 
of sentiment intensity. By incorporating these heuristics 
into VADER’s rule-based model, we drastically improved 
both the correlation to ground truth as well as the classifi-
cation accuracy of the sentiment analysis engine. Im-
portantly, these improvements are realized independent of 

the lexicon or ML model that was used. That is, when we 
fairly apply the rules to all lexicons and ML algorithms, we 
achieve better correlation coefficients (mean r increase of 
5.2%) and better accuracies (mean F1 increase of 2.1%). 
Consistent with prior work (Agarwal, Xie, Vovsha, Ram-
bow, & Passonneau, 2011; Davidov et al., 2010; Shastri, 
Parvathy, Kumar, Wesley, & Balakrishnan, 2010), we find 
that grammatical features (conventions of use for punctua-
tion and capitalization) and consideration for degree modi-
fiers like “very” or “extremely” prove to be useful cues for 
distinguishing differences in sentiment intensity. Other 
syntactical considerations identified via qualitative analysis 
(negation, degree modifiers, and contrastive conjunctions) 
also help make VADER successful, and is consistent with 
prior work (Agarwal et al., 2011; Ding, Liu, & Yu, 2008; 
Lu, Castellanos, Dayal, & Zhai, 2011; Socher et al., 2013). 

5. Discussion 
Recent work by Socher et. al (2013) does an excellent job 
of summarizing (and pushing) the current state of the art 
for fine-grained sentence-level sentiment analysis by su-
pervised machine learning models. As part of their excel-
lent work using recursive deep models for assessing se-
mantic compositionality over a sentiment tree bank, they 
report that the state-of-the-art regarding accuracy for sim-
ple binary (positive/negative) classification on single sen-
tences is around 80%, and that for the more difficult mul-
ticlass case that includes a third (neutral) class, accuracies 
tend to hover in the 60% range for social media text (c.f. 
Agarwal et. al, (2011); Wang et. al (2012)). We find it very 
encouraging, therefore, to report that the results from 
VADER’s simple rule-based approach are on par with such 
sophisticated benchmarks. However, when compared to 
sophisticated machine learning techniques, the simplicity 
of VADER carries several advantages. First, it is both 
quick and computationally economical without sacrificing 
accuracy. Running directly from a standard modern laptop 
computer with typical, moderate specifications (e.g., 3GHz 
processor and 6GB RAM), a corpus that takes a fraction of 
a second to analyze with VADER can take hours when 
using more complex models like SVM (if training is re-
quired) or tens of minutes if the model has been previously 
trained. Second, the lexicon and rules used by VADER are 
directly accessible, not hidden within a machine-access-
only black-box. VADER is therefore easily inspected, un-
derstood, extended or modified. By exposing both the lexi-
con and rule-based model, VADER makes the inner work-
ings of the sentiment analysis engine more accessible (and 
thus, more interpretable) to a broader human audience be-
yond the computer science community. Sociologists, psy-
chologists, marketing researchers, or linguists who are 
comfortable using LIWC should also be able to use 
VADER. Third, by utilizing a general (human-validated) 
sentiment lexicon and general rules related to grammar and 
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Semi-supervised lexicon learning

• You have

• 1. Large unlabeled corpus

• 2. Some seed terms (positive and/or negative)

• Goal: expand your set of terms

• Intuition:  use co-occurrence or pattern frequencies in corpus
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Hatzivassiloglou	and	McKeown	intui%on	
for	iden%fying	word	polarity

•Adjec%ves	conjoined	by	“and”	have	same	polarity
•Fair	and	legi%mate,	corrupt	and	brutal
•*fair	and	brutal,	*corrupt	and	legi%mate

•Adjec%ves	conjoined	by	“but”	do	not
•fair	but	brutal

24

Vasileios	Hatzivassiloglou	and	Kathleen	R.	McKeown.	1997.	Predic%ng	the	
Seman%c	Orienta%on	of	Adjec%ves.	ACL,	174–181
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Hatzivassiloglou	&	McKeown	1997
Step	1

•Label	seed	set	of	1336	adjec%ves	(all	>20	in	21	million	word	
WSJ	corpus)

•657	posi%ve
•adequate	central	clever	famous	intelligent	remarkable	
reputed	sensi%ve	slender	thriving…

•679	nega%ve
•contagious	drunken	ignorant	lanky	listless	primi%ve	
strident	troublesome	unresolved	unsuspec%ng…
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Hatzivassiloglou	&	McKeown	1997
Step	2

•Expand	seed	set	to	conjoined	adjec%ves
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Hatzivassiloglou	&	McKeown	1997
Step	2

•Expand	seed	set	to	conjoined	adjec%ves
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nice, helpful
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Hatzivassiloglou	&	McKeown	1997
Step	2

•Expand	seed	set	to	conjoined	adjec%ves
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nice, helpful

nice, classy
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Hatzivassiloglou	&	McKeown	1997
Step	3

•Supervised	classifier	assigns	“polarity	similarity”	to	each	
word	pair,	resul%ng	in	graph:
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classy

nice

helpful

fair

brutal

irrationalcorrupt
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Hatzivassiloglou	&	McKeown	1997
Step	4

•Clustering	for	par%%oning	the	graph	into	two
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classy

nice

helpful

fair

brutal

irrationalcorrupt

+ -
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Output	polarity	lexicon

•Posi%ve
•bold	decisive	disturbing	generous	good	honest	important	large	mature	
pa%ent	peaceful	posi%ve	proud	sound	s%mula%ng	straighsorward	strange	
talented	vigorous	wicy…

•Nega%ve
•ambiguous	cau%ous	cynical	evasive	harmful	hypocri%cal	inefficient	
insecure	irra%onal	irresponsible	minor	outspoken	pleasant	reckless	risky	
selfish	tedious	unsupported	vulnerable	wasteful…
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pa%ent	peaceful	posi%ve	proud	sound	s%mula%ng	straighsorward	strange	
talented	vigorous	wicy…

•Nega%ve
•ambiguous	cau$ous	cynical	evasive	harmful	hypocri%cal	inefficient	
insecure	irra%onal	irresponsible	minor	outspoken	pleasant	reckless	risky	
selfish	tedious	unsupported	vulnerable	wasteful…
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Turney Algorithm

1. Extract)a)phrasal%lexicon%from)reviews
2. Learn)polarity)of)each)phrase
3. Rate)a)review)by)the)average)polarity)of)its)phrases
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Turney (2002):  Thumbs Up or Thumbs Down? Semantic Orientation Applied to Unsupervised 
Classification of Reviews
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Pointwise Mutual Information

• Measure co-occurrence, but want to control for overall 
frequency (as opposed to raw count)

• How much more often do outcomes x and y co-occur, 
compared to chance?
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Pointwise Mutual Information

• Measure co-occurrence, but want to control for overall 
frequency (as opposed to raw count)

• How much more often do outcomes x and y co-occur, 
compared to chance?
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PMI(x, y) = log

P (X = x, Y = y)

P (X = x)P (Y = y)

= log

P (x, y)

P (x)P (y)

= log

P (x | y)
P (x)
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PMI(x, y) = log

P (X = x, Y = y)

P (X = x)P (Y = y)

= log

P (x, y)

P (x)P (y)

= log

P (x | y)
P (x)

• How much more often do words word1 and word2 co-occur 
(say, in same document), compared to chance?
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P (X = x, Y = y)

P (X = x)P (Y = y)

= log
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P (x)P (y)

= log

P (x | y)
P (x)

• How much more often do words word1 and word2 co-occur 
(say, in same document), compared to chance?

PMI(word1, word2) = log

P (word1, word2)

P (word1)P (word2)
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Pointwise Mutual Information
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frequency (as opposed to raw count)
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PMI(x, y) = log

P (X = x, Y = y)

P (X = x)P (Y = y)

= log

P (x, y)

P (x)P (y)

= log

P (x | y)
P (x)

• How much more often do words word1 and word2 co-occur 
(say, in same document), compared to chance?

PMI(word1, word2) = log

P (word1, word2)

P (word1)P (word2)

• PMI is an easy, simple tool used a lot in NLP
[slide: SLP3]
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Does*phrase*appear*more*with*“poor”*or*“excellent”?
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Polarity(phrase) = PMI(phrase,"excellent")−PMI(phrase,"poor")

= log2
hits(phrase NEAR "excellent")hits("poor")
hits(phrase NEAR "poor")hits("excellent")
!

"
#

$

%
&

= log2
hits(phrase NEAR "excellent")

hits(phrase)hits("excellent")
hits(phrase)hits("poor")

hits(phrase NEAR "poor")

= log2

1
N hits(phrase NEAR "excellent")
1
N hits(phrase) 1

N hits("excellent")
− log2

1
N hits(phrase NEAR "poor")
1
N hits(phrase) 1

N hits("poor")
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Phrases*from*a*thumbsXup*review
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Phrase POS*tags Polarity
online service JJ)NN 2.8
online)experience JJ)NN 2.3
direct)deposit JJ)NN 1.3
local)branch JJ)NN 0.42
…

low)fees JJ)NNS 0.33
true)service JJ)NN -0.73
other bank JJ)NN -0.85
inconveniently located JJ)NN -1.5
Average 0.32
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Results*of*Turney algorithm

• 410)reviews)from)Epinions

• 170)(41%))negative

• 240)(59%))positive

• Majority)class)baseline:)59%

• Turney algorithm:)74%

• Phrases)rather)than)words

• Learns)domainIspecific)information
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Summary

• Lexicons of connotations, not definitions: affect, polarity, etc.

• Can be applied cross-domain

• Can be constructed by

• Human judgments

• Document-level supervised learning

• Semi-supervised learning (co-occurrence)

• Adapts a lexicon to a corpus

• Text analyzers

• Simple: count/sum polarity scores of words in text

• Better: also add rules/heuristics (e.g. VADER)

• (Best?: supervised learning?)

36

Wednesday, October 25, 17


