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Presentations next Monday!

• One slide, no build/animations please - will 
send out a Google Slides URL


• 90 seconds per group


• Final report due May 12 - last day of finals

• Will also post optional "HW3" extra credit 

questions - due same day
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• Language is socially situated 
 

• By and for communicators

• Today - focus on dialect 

 

• and about people
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Author-conditional NLP disparity

• Language technologies analyze the linguistic behavior of people


• Language is affected by social context and attributes
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Example: gender bias in 
YouTube autocaptions 

[Tatman 2017]

• What information can a user access?


• Whose voices are heard?

http://www.ethicsinnlp.org/workshop/pdf/EthNLP06.pdf


Variation in language

• Social factors drive language change and 
correlate with language varieties: by geography, 
ethnicity, gender, class...
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• e.g. socioeconomic 
class: Labov (1966) 
finds more (r)-
usage at more 
expensive New 
York department 
stores



Variation in language
• Social factors drive language change and correlate 

with language varieties: by geography, ethnicity, 
gender, class...


• Arbitrariness of language designations - "dialect is a 
language with an army and navy"


• Cantonese, Moroccan Arabic ...


• Swedish, Danish...


• Distinct language varieties often associated with 
social groups and segregated communities


• We all know NLP domain adaptation is hard. How 
does this affect NLP performance?
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Dialectal NLP

• 1. Identify the dialect & make a corpus


• Through author-level metadata


• Through in-text linguistic features 

• 2. Evaluate NLP performance on the dialect 

• 3. Adapt systems to work well on the dialect


• Turns out to be tough!
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Motivation - dialects on social media 
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Dialect in social mediaMotivation - dialects on social media 
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SAE: 
he is woke af 

• Why is social media different?

• Internet speech?


• Pre-existing dialectal English?


• Geographic patterns of word usage often reveal 
relationships to race, ethnicity etc.


• African-American English in Twitter 
[Eisenstein 2013, Jorgensen et al. 2015, Jones 2015]
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(Immediate?) future auxiliaries

11

gonna gunna gona gna guna gnna ganna qonna gonnna gana 
qunna gonne goona gonnaa g0nna goina gonnah goingto 
gunnah gonaa gonan gunnna going2 gonnnna gunnaa gonny 
gunaa quna goonna qona gonns goinna gonnae qnna gonnaaa 
gnaa

tryna gon finna bouta trynna boutta gne fina gonn tryina 
fenna qone trynaa qon boutaa funna finnah bouda boutah 
abouta fena bouttah boudda trinna qne finnaa fitna aboutta 
goin2 bout2 finnna trynah finaa ginna bouttaa fna try'na g0n 
trynn tyrna trna bouto finsta fnna tranna finta tryinna finnuh 
tryingto boutto

• finna ~ “fixing to”


• tryna ~ “trying to”


• bouta ~ “about to”
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Associating geolocated tweets with demographics 
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block group 010730039001 block group 010730058003 

πuser =  
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Mixed membership model 
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Phonological analysis 

•  Calculate rAA(w) for 31 phonological variants illustrated through 
nonstandard spellings 

•  For 30/31 variants: r ≥ 1 

29 

Lexical analysis 

•  For every word in vocabulary w and topic k, calculate 

•  Examine w where rAA(w) ≥ 2, rwhite(w) ≥ 2: AA- and white-
aligned words 

•  79% of AA-aligned words, 58% of white-aligned words not in a 
standard English dictionary 

27 

Validation: Phonology

Model also has well-known syntactic phenomena in AAE (e.g. null copulas)



Syntactic analysis 

•  Select 3 well-known AAE verbal markers 

•  Search for sequences of unigrams and POS tags 

30 

Validation: Syntax



Syntactic analysis 

31 

Posterior proportion of AA topic 

Proportion of tweets 
with construction 

Validation: Syntax



Racial disparity in accuracy

• p(correct | Wh) vs 
p(correct | AA)


• Assess disparity in


• langid.py: popular 
open-source system 
[Lui and Baldwin, 2012]

• Twitter (in metadata)


• IBM, Microsoft

IBM Azure
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ASR and AAE
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transcriptions, respectively, and N is the total number of words
in the ground truth. A higher WER thus indicates a greater dif-
ference between the two transcriptions and hence worse ASR
performance in our setting.

Results

We start by computing the average word error rates for machine
transcriptions across our matched audio snippets of white and
black speakers. For each of the five commercial ASR systems
we examine, Fig. 1 shows that the average WER for black
speakers is substantially larger than the average WER for white
speakers. For example, for Microsoft’s ASR, which has the
best overall performance, the WER for black speakers is 0.27
(SE: 0.004) compared with 0.15 (SE: 0.003) for white speak-
ers. Furthermore, for Apple, whose ASR has the worst overall
performance, the WERs for black and white speakers are 0.45
(SE: 0.005) and 0.23 (SE: 0.003), respectively.⇤ Despite varia-
tion in transcription quality across systems, the error rates for
black speakers are nearly twice as large in every case. Averag-
ing error rates across ASR services yields an aggregate WER of
0.35 (SE: 0.004) for black speakers versus 0.19 (SE: 0.003) for
white speakers.

The error rates are particularly large for black men in our sam-
ple. Averaging across the five ASR systems, the error rate for
black men is 0.41 (SE: 0.006) compared with 0.30 (SE: 0.005) for
black women. In comparison, the average error rates for white
men and women are more similar at 0.21 (SE: 0.004) and 0.17
(SE: 0.003), respectively.† Past work has also found that ASRs
perform somewhat worse on conversational speech from male
speakers than female speakers, likely due to male speakers using
more informal style with shorter, more reduced pronunciations
and more disfluencies (28, 29). This decreased performance on
male speakers is more pronounced for the black speakers in our
sample—a point we return to below.

To add more detail to the average error rates discussed above,
we next consider the full distribution of error rates across our
populations of white and black speakers. To do so, for each snip-
pet, we first compute the average WER across the five ASRs
we consider. Fig. 2 plots the distribution of this average WER
across snippets, disaggregated by race. In particular, Fig. 2 shows
the complementary cumulative distribution function (CCDF):
for each value of WER on the horizontal axis, it shows the pro-
portion of snippets having an error rate at least that large. For
example, more than 20% of snippets of black speakers have an
error rate of at least 0.5; in contrast, fewer than 2% of snip-
pets of white speakers are above that threshold. Thus, if one
considers a WER of 0.5 to be the bar for a useful transcrip-
tion, more than 10 times as many snippets of black speakers
fail to meet that standard. In this sense, the racial disparities we
find are even larger than indicated by the average differences in
WER alone.

We next examine variation in error rate by location. The black
speakers in our matched sample were interviewed in Princeville
(n =21); Washington, DC (n =39); and Rochester (n =13);
the white speakers were interviewed in Sacramento (n =17)
and Humboldt County (n =25). As above, we first compute the

*The relatively poor quality of Apple’s ASR may be due to the fact that it produces
streaming transcriptions, in which results are generated in real time as the audio is
processed. In contrast, it appears that the other ASRs consider the entirety of an audio
snippet before producing the final transcript.

†Our matching procedure only ensures that our samples of white and black speakers are
directly comparable. In particular, within each race group, the subset of women is not
explicitly matched to the subset of men. We address this issue in SI Appendix via a set
of linear regression models that estimate error rates as a function of race, age, gender,
and snippet duration. That approach again indicates the gender gap in performance is
substantially larger for black speakers than for white speakers, corroborating the results
discussed above.

Fig. 1. The average WER across ASR services is 0.35 for audio snippets
of black speakers, as opposed to 0.19 for snippets of white speakers. The
maximum SE among the 10 WER values displayed (across black and white
speakers and across ASR services) is 0.005. For each ASR service, the average
WER is calculated across a matched sample of 2,141 black and 2,141 white
audio snippets, totaling 19.8 h of interviewee audio. Nearest-neighbor
matching between speaker race was performed based on the speaker’s age,
gender, and audio snippet duration.

average WER for each snippet across the five ASRs. Fig. 3 sum-
marizes the distribution of these average error rates for each
location as a boxplot, with the center lines of each box indi-
cating the median error rate and the endpoints indicating the
interquartile range. The median error rates in Princeville (0.38)
and Washington, DC (0.31), are considerably larger than those
in Sacramento and Humboldt (0.18 and 0.15, respectively). How-
ever, the error rate in the third AAVE site, Rochester (0.20), is
comparable to the error rates in the two California locations with
white speakers.

To better understand the geographical patterns described
above—particularly the anomalous results in Rochester—we
hand-coded a random sample of 150 snippets of black speak-
ers for usage of AAVE linguistic features, with 50 snippets
coded from each of the three AAVE interview sites. Specifically,
for each snippet, we counted the number of phonological and
grammatical features characteristic of AAVE speech and then
normalized this count by the number of words in the snippet,
yielding a dialect density measure (DDM).

We find that average DDM is lowest in Rochester (0.047)—
and also relatively small on an absolute scale—followed by
Washington, DC (0.088), and Princeville (0.19), mirroring the
ordering of word error rates by location seen in Fig. 3. The
pairwise differences in DDM by location are statistically signif-
icant, with P < 0.05 in all cases. In Fig. 4, we directly examine
the relationship between DDM (on the horizontal axis) and
WER (on the vertical axis), which illustrates the positive correla-
tion between DDM and error rates. Although there are many
factors that affect error rates, these results suggest that the
location-specific patterns we see are, at least in part, driven by
differences in the degree of AAVE usage among speakers in
our sample. Given the relatively small number of speakers in
each location, we cannot determine whether these patterns are
representative of more general geographic differences in dialect
or are simply idiosyncratic trends in our particular sample of
speakers.

This coding of dialect density also reveals gender differences.
Aggregated across the three AAVE sites, the DDM for male
speakers is 0.13 (n =52; SE: 0.02), compared with 0.096 for
female speakers (n =98; SE: 0.01). As with location, this pat-
tern is in line with the higher ASR error rate for male speakers
discussed above.

We conclude by investigating two possible mechanisms that
could account for the racial disparities we see: 1) a performance
gap in the “language models” (models of lexicon and grammar)
underlying modern ASR systems; and 2) a performance gap in

Koenecke et al. PNAS | April 7, 2020 | vol. 117 | no. 14 | 7685
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[Koenecke et al., 2020]

• From the Corpus of African-American Language 
(CORAAL): audio recordings of interviews

https://www.pnas.org/content/117/14/7684


Direct identification of dialects

• Dialectal Arabic - annotated & classified from 
web text [Zaidan and Callison-Burch, 2006]

20

Computational Linguistics Volume 40, Number 1

Figure 1
One possible breakdown of spoken Arabic into dialect groups: Maghrebi, Egyptian, Levantine,
Gulf, and Iraqi. Habash (2010) and Versteegh (2001) give a breakdown along mostly the same
lines. Note that this is a relatively coarse breakdown, and further division of the dialect groups
is possible, especially in large regions such as the Maghreb.

! Iraqi: Sometimes considered to be one of the Gulf dialects, though it has
distinctive features of its own in terms of prepositions, verb conjugation,
and pronunciation (Mitchell 1990).! Maghrebi: Heavily influenced by the French and Berber languages. The
Western-most varieties could be unintelligible by speakers from other
regions in the Middle East, especially in spoken form. The Maghreb is a
large region with more variation than is seen in other regions such as the
Levant and the Gulf, and could be subdivided further (Mohand 1999).

There are a large number of linguistic differences between MSA and the regional
dialects. Some of those differences do not appear in written form if they are on the level
of short vowels, which are omitted in Arabic text anyway. That said, many differences
manifest themselves textually as well:

! MSA’s morphology is richer than dialects’ along some dimensions such
as case and mood. For instance, MSA has a dual form in addition to the
singular and plural forms, whereas the dialects mostly lack the dual
form. Also, MSA has two plural forms, one masculine and one feminine,
whereas many (though not all) dialects often make no such gendered
distinction.5 On the other hand, dialects have a more complex cliticization
system than MSA, allowing for circumfix negation, and for attached
pronouns to act as indirect objects.! Dialects lack grammatical case, whereas MSA has a complex case system.
In MSA, most cases are expressed with diacritics that are rarely explicitly
written, with the accusative case being a notable exception, as it is
expressed using a suffix (+A) in addition to a diacritic (e.g., on objects
and adverbs).

5 Dialects may preserve the dual form for nouns, but often lack it in verb conjugation and pronouns, using
plural forms instead. The same is true for the gendered plural forms, which exist for many nouns (e.g.,
‘teachers’ is either mςlmyn [male] or mςlmAt [female]), but not used otherwise as frequently as in MSA.

174

Zaidan and Callison-Burch Arabic Dialect Identification

! There are lexical choice differences in the vocabulary itself. Table 1
gives several examples. Note that these differences go beyond a lack
of orthography standardization.! Differences in verb conjugation, even when the triliteral root is preserved.
See the lower part of Table 1 for some conjugations of the root š-r-b
(to drink).

This list, and Table 1, deal with differences that are expressed at the inidividual-
word level. It is important to note that Arabic varieties differ markedly in style and
sentence composition as well. For instance, all varieties of Arabic, MSA, and otherwise,
allow both SVO and VSO word orders, but MSA has a higher incidence of VSO sen-
tences than dialects do (Aoun, Benmamoun, and Sportiche 1994; Shlonsky 1997).

2.2 Existing Arabic Data Sources

Despite the fact that speakers are usually less comfortable communicating in MSA than
in their own dialect, MSA content significantly dominates dialectal content, as MSA
is the variant of choice for formal and official communication. Relatively little printed
material exists in local dialects, such as folkloric literature and some modern poetry,
but the vast majority of published Arabic is in MSA. As a result, MSA’s dominance is
also apparent in data sets available for linguistic research. The problem is somewhat
mitigated in the speech domain, since dialectal data exists in the form of phone conver-
sations and television program recordings, but, in general, dialectal Arabic data sets are
hard to come by.

Table 1
A few examples illustrating similarities and differences across MSA and three Arabic dialects:
Levantine, Gulf, and Egyptian. Even when a word is spelled the same across two or more
varieties, the pronunciation might differ due to differences in short vowels (which are not
spelled out). Also, due to the lack of orthography standardization, and variance in pronunciation
even within a single dialect, some dialectal words could have more than one spelling (e.g.,
Egyptian “I drink” could be bAšrb, Levantine “He drinks” could be byšrb). (We use the
Habash-Soudi-Buckwalter transliteration scheme to represent Arabic orthography, which maps
each Arabic letter to a single, distinct character. We provide a table with the character mapping
in Appendix A.)

English MSA LEV GLF EGY

Book ktAb ktAb ktAb ktAb
Year sn! sn! sn! sn!
Money nqwd mSAry flws flws

Come on! hyA! ylA! ylA! ylA!
I want Aryd bdy Abγý ςAyz
Now AlĀn hlq AlHyn dlwqt

When? mtý? Aymtý? mtý? Amtý?
What? mAA? Ayš? wš? Ayh?

I drink Âšrb bšrb Ašrb bšrb
He drinks yšrb bšrb yšrb byšrb
We drink nšrb bnšrb nšrb bnšrb
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Dialect ID from ling. features

• Linguistic knowledge-driven approach: identify sentences with 
particular linguistic features

• Supervise BERT fine-tuning with minimal pairs

• Application: identify Indian English

21 [Demszky et al., 2020]

Learning to Recognize Dialect Features

Dorottya Demszky1⇤ Devyani Sharma2 Jonathan H. Clark3

Vinodkumar Prabhakaran3 Jacob Eisenstein3

1Stanford Linguistics 2Queen Mary University of London 3Google Research
ddemszky@stanford.edu
d.sharma@qmul.ac.uk

{jhclark,vinodkpg,jeisenstein}@google.com

Abstract

Building NLP systems that serve everyone re-
quires accounting for dialect differences. But
dialects are not monolithic entities: rather, dis-
tinctions between and within dialects are cap-
tured by the presence, absence, and frequency
of dozens of dialect features in speech and text,
such as the deletion of the copula in “He ? run-
ning”. In this paper, we introduce the task of
dialect feature detection, and present two mul-
titask learning approaches, both based on pre-
trained transformers. For most dialects, large-
scale annotated corpora for these features are
unavailable, making it difficult to train recog-
nizers. We train our models on a small num-
ber of minimal pairs, building on how linguists
typically define dialect features. Evaluation on
a test set of 22 dialect features of Indian En-
glish demonstrates that these models learn to
recognize many features with high accuracy,
and that a few minimal pairs can be as effec-
tive for training as thousands of labeled exam-
ples. We also demonstrate the downstream ap-
plicability of dialect feature detection both as
a measure of dialect density and as a dialect
classifier.

1 Introduction

Dialect variation is a pervasive property of lan-
guage, which must be accounted for if we are to
build robust natural language processing (NLP)
systems that serve everyone. Linguists do not char-
acterize dialects as simple categories, but rather as
collections of correlated features (Nerbonne, 2009),
such as the one shown in Figure 1; speakers of any
given dialect vary regarding which features they
employ, how frequently, and in which contexts. In
comparison to approaches that classify speakers or
documents across dialects (typically using meta-
data such as geolocation), the feature-based per-
spective has several advantages: (1) allowing for
fine-grained comparisons of speakers or documents

⇤ Work done while at Google Research.

A - pervasive or 
obligatory 11

B - neither pervasive 
nor rare 13

C - extremely rare 7

D - absent 35

X - not applicable 7

? - no information 4

Feature area: Agreement 
Typical example: He Ø a good teacher.

176. Deletion of copula be: before NPs

Figure 1: An example dialect feature from the Elec-
tronic World Atlas of Varieties of English (eWAVE).1

within dialects, without training on personal meta-
data; (2) disentangling grammatical constructions
that make up the dialect from the content that may
be frequently discussed in the dialect; (3) enabling
robustness testing of NLP systems across dialect
features, helping to ensure adequate performance
even on cases other than “high-resource” varieties
such as mainstream U.S. English (Blodgett et al.,
2016); (4) helping to develop more precise char-
acterizations of dialects, enabling more accurate
predictions of variable language use and better in-
terpretations of its social implications (e.g., Craig
and Washington, 2002; Van Hofwegen and Wol-
fram, 2010).

The main challenge for recognizing dialect fea-
tures computationally is the lack of labeled data.
Annotating dialect features requires linguistic ex-
pertise and is prohibitively time-consuming given
the large number of features and their sparsity. In
dialectology, large-scale studies of text are lim-
ited to features that can be detected using regular
expressions of surface forms and parts-of-speech,
e.g., PRP DT for the copula deletion feature in Fig-
ure 1; many features cannot be detected with such
patterns (e.g. OBJECT FRONTING, EXTRANEOUS
ARTICLE). Furthermore, part-of-speech tagging is
unreliable in many language varieties, such as re-

1https://ewave-atlas.org. Shapes indicate vari-
ety type, e.g. creole, L1, and L2 English varieties.
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Feature Example Count of Instantiations

Lange (2012) Our data

ARTICLE OMISSION (the) chair is black 59
DIRECT OBJECT PRO-DROP she doesn’t like (it) 14
FOCUS itself he is doing engineering in Delhi itself 24 5
FOCUS only I was there yesterday only 95 8
HABITUAL PROGRESSIVE always we are giving receipt 2
STATIVE PROGRESSIVE he is having a television 3
LACK OF INVERSION IN WH-QUESTIONS what you are doing? 4
LACK OF AGREEMENT he do a lot of things 23
LEFT DISLOCATION my father, he works for a solar company 300 19
MASS NOUNS AS COUNT NOUNS all the musics are very good 13
NON-INITIAL EXISTENTIAL every year inflation is there 302 8
OBJECT FRONTING minimum one month you have to wait 186 14
PP FRONTING WITH REDUCTION (on the) right side we can see a plate 11
PREPOSITION OMISSION I went (to) another school 17
INVERSION IN EMBEDDED CLAUSE I don’t know what are they doing 4
INVARIANT TAG (isn’t it, no, na) the children are outside, isn’t it? 786 17
EXTRANEOUS ARTICLE she has a business experience 25
GENERAL EXTENDER and all then she did her schooling and all 7
COPULA OMISSION my parents (are) from Gujarat 71
RESUMPTIVE OBJECT PRONOUN my old life I want to spend it in India 24
RESUMPTIVE SUBJECT PRONOUN my brother, he lives in California 287
TOPICALIZED NON-ARGUMENT CONSTITUENT in those years I did not travel 272

Table 1: Features of Indian English used in our evaluations and their counts in the two datasets we study.

Dialect features Unique annotated examples

Feature set Count Corpus ex. Min. pair ex.

Lange (2012) 10 19059 113
Extended 18 367 208

Table 2: Summary of our labeled data. All corpus ex-
amples for the Lange features are from ICE-India; for
the Extended feature set, examples are drawn from ICE-
India and the Sharma data.

features overlap with those annotated by Lange,
yielding a total set of 22 features. Annotations
were produced by consensus from the first two
authors. To measure interrater agreement, a third
author (JE) independently re-annotated 10% of the
examples, with Cohen’s  = 0.79 (Cohen, 1960).3

2.2 Minimal Pairs
For each of the 22 features in Table 1, we created
a small set of minimal pairs. The pairs were cre-
ated by first designing a short example that demon-
strated the feature, and then manipulating the ex-
ample so that the feature is absent. This “negative”
example captures the envelope of variation for the
feature, demonstrating a site at which the feature
could be applied (Labov, 1972). Consequently,

3Our annotations will be made available at https://
dialectfeatures.page.link/annotations.

negative examples in minimal pairs carry more in-
formation than in the typical annotation scenario,
where absence of evidence does not usually im-
ply evidence of absence. In our minimal pairs, the
negative examples were chosen to be acceptable
in standard U.S. and U.K. English, and can thus
be viewed as situating dialects against standard
varieties. Here are some example minimal pairs:

ARTICLE OMISSION: chair is black ! the chair
is black

FOCUS only: I was there yesterday only ! I was
there just yesterday.

NON-INITIAL EXISTENTIAL: every year infla-
tion is there ! every year there is inflation.

For most features, each minimal pair contains ex-
actly one positive and one negative example. How-
ever, in some cases where more than two variants
are available for an example (e.g., for the feature
INVARIANT TAG (isn’t it, no, na)), we provide mul-
tiple positive examples to illustrate different vari-
ants. For Lange’s set of 10 features, we provide a
total of 113 unique examples; for the 18 extended
features, we provide a set of 208 unique exam-
ples, roughly split equally between positives and
negatives. The complete list of minimal pairs is
included in Appendix D.



Minimal pairs

• Standard method of presentation in linguistics


• Demszky et al. use as supervision (one positive, one 
negative example) for BERT fine tuning to identify that 
particular feature

23

Feature Example Count of Instantiations

Lange (2012) Our data

ARTICLE OMISSION (the) chair is black 59
DIRECT OBJECT PRO-DROP she doesn’t like (it) 14
FOCUS itself he is doing engineering in Delhi itself 24 5
FOCUS only I was there yesterday only 95 8
HABITUAL PROGRESSIVE always we are giving receipt 2
STATIVE PROGRESSIVE he is having a television 3
LACK OF INVERSION IN WH-QUESTIONS what you are doing? 4
LACK OF AGREEMENT he do a lot of things 23
LEFT DISLOCATION my father, he works for a solar company 300 19
MASS NOUNS AS COUNT NOUNS all the musics are very good 13
NON-INITIAL EXISTENTIAL every year inflation is there 302 8
OBJECT FRONTING minimum one month you have to wait 186 14
PP FRONTING WITH REDUCTION (on the) right side we can see a plate 11
PREPOSITION OMISSION I went (to) another school 17
INVERSION IN EMBEDDED CLAUSE I don’t know what are they doing 4
INVARIANT TAG (isn’t it, no, na) the children are outside, isn’t it? 786 17
EXTRANEOUS ARTICLE she has a business experience 25
GENERAL EXTENDER and all then she did her schooling and all 7
COPULA OMISSION my parents (are) from Gujarat 71
RESUMPTIVE OBJECT PRONOUN my old life I want to spend it in India 24
RESUMPTIVE SUBJECT PRONOUN my brother, he lives in California 287
TOPICALIZED NON-ARGUMENT CONSTITUENT in those years I did not travel 272

Table 1: Features of Indian English used in our evaluations and their counts in the two datasets we study.

Dialect features Unique annotated examples

Feature set Count Corpus ex. Min. pair ex.

Lange (2012) 10 19059 113
Extended 18 367 208

Table 2: Summary of our labeled data. All corpus ex-
amples for the Lange features are from ICE-India; for
the Extended feature set, examples are drawn from ICE-
India and the Sharma data.

features overlap with those annotated by Lange,
yielding a total set of 22 features. Annotations
were produced by consensus from the first two
authors. To measure interrater agreement, a third
author (JE) independently re-annotated 10% of the
examples, with Cohen’s  = 0.79 (Cohen, 1960).3

2.2 Minimal Pairs
For each of the 22 features in Table 1, we created
a small set of minimal pairs. The pairs were cre-
ated by first designing a short example that demon-
strated the feature, and then manipulating the ex-
ample so that the feature is absent. This “negative”
example captures the envelope of variation for the
feature, demonstrating a site at which the feature
could be applied (Labov, 1972). Consequently,

3Our annotations will be made available at https://
dialectfeatures.page.link/annotations.

negative examples in minimal pairs carry more in-
formation than in the typical annotation scenario,
where absence of evidence does not usually im-
ply evidence of absence. In our minimal pairs, the
negative examples were chosen to be acceptable
in standard U.S. and U.K. English, and can thus
be viewed as situating dialects against standard
varieties. Here are some example minimal pairs:

ARTICLE OMISSION: chair is black ! the chair
is black

FOCUS only: I was there yesterday only ! I was
there just yesterday.

NON-INITIAL EXISTENTIAL: every year infla-
tion is there ! every year there is inflation.

For most features, each minimal pair contains ex-
actly one positive and one negative example. How-
ever, in some cases where more than two variants
are available for an example (e.g., for the feature
INVARIANT TAG (isn’t it, no, na)), we provide mul-
tiple positive examples to illustrate different vari-
ants. For Lange’s set of 10 features, we provide a
total of 113 unique examples; for the 18 extended
features, we provide a set of 208 unique exam-
ples, roughly split equally between positives and
negatives. The complete list of minimal pairs is
included in Appendix D.
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Dialect feature DAMTL Multihead

ARTICLE OMISSION 0.581 0.658
DIRECT OBJECT PRO-DROP 0.493 0.563
EXTRANEOUS ARTICLE 0.546 0.465
FOCUS itself * 1.000 0.949
FOCUS only* 0.998 0.775
HABITUAL PROGRESSIVE 0.439 0.718
INVARIANT TAG 0.984 0.901
INVERSION IN EMBEDDED CLAUSE 0.719 0.884
LACK OF AGREEMENT 0.543 0.674
LACK OF INVERSION IN WH-QUESTIONS 0.649 0.660
LEFT DISLOCATION 0.758 0.820
MASS NOUNS AS COUNT NOUNS 0.443 0.465
NON-INITIAL EXISTENTIAL* 0.897 0.885
OBJECT FRONTING 0.722 0.789
PREPOSITION OMISSION 0.500 0.648
PP FRONTING WITH REDUCTION 0.655 0.697
STATIVE PROGRESSIVE 0.645 0.789
GENERAL EXTENDER and all 0.994 0.991
Macro Average 0.698 0.741

Table 5: ROC-AUC results on the extended feature set,
averaged across five random seeds. Because labeled
corpus examples are not available for some features, we
train only on minimal pairs. Asterisk (*) marks features
that can be detected with relatively high accuracy (>
0.85 ROC-AUC) using regular expressions.

4.3 Summary of Dialect Feature Detection
Many dialect features can be automatically recog-
nized with reasonably high discriminative power,
as measured by area under the ROC curve. How-
ever, there are also features that are difficult to
recognize: particularly, features of omission (such
as DIRECT OBJECT PRO-DROP and PREPOSITION
OMISSION), and the more semantic features such as
MASS NOUNS AS COUNT NOUNS. While some fea-
tures can also be identified through regular expres-
sions (e.g., FOCUS only), there are many features
that can be learned but cannot be recognized by
regular expressions. We now move from individual
features to aggregate measures of dialect density.

5 Measuring Dialect Density

A dialect density measure (DDM) is an aggre-
gate over multiple dialect features that tracks
the vernacularity of a passage of speech or text.
Such measures are frequently used in dialectol-
ogy (Van Hofwegen and Wolfram, 2010), and are
also useful in research on education (e.g., Craig and
Washington, 2002). Recently, a DDM was used to
evaluate the performance of speech recognition sys-
tems by the density of AAVE features (Koenecke
et al., 2020). The use of DDMs reflects the reality
that speakers construct individual styles drawing
on linguistic repertoires such as dialects to varying

degrees (Benor, 2010). This necessitates a more
nuanced description for speakers and texts than a
discrete dialect category.

Following prior work (e.g., Van Hofwegen and
Wolfram, 2010) we construct dialect density mea-
sures from feature detectors by counting the pre-
dicted number of features in each utterance, and
dividing by the number of tokens. For the learning-
based feature detectors (minimal pairs and corpus
examples), we include partial counts from the de-
tection probability; for the regular expression de-
tectors, we simply count the number of matches
and dividing by the number of tokens. In addition,
we construct a DDM based on a document clas-
sifier: we train a classifier to distinguish Indian
English from U.S. English, and then use its predic-
tive probability as the DDM. These DDMs are then
compared on two tasks: distinguishing Indian and
U.S. English, and correlation with the density of
expert-annotated features. The classifier is trained
by fine-tuning BERT, using a prediction head on
the [CLS] token.

5.1 Ranking documents by dialect density

One application of dialect feature recognizers is to
rank documents based on their dialect density, e.g.
to identify challenging cases for evaluating down-
stream NLP systems, or for dialectology research.
We correlate the dialect density against the density
of expert-annotated features from Lange (2012),
both measured at the transcript-level, and report
the Spearman rank-correlation ⇢.

As shown in Table 6, the document classifier
performs poorly: learning to distinguish Indian
and U.S. English offers no information on the den-
sity of Indian dialect features, suggesting that the
model is attending to other information, such as
topics or entities. The feature-based model trained
on labeled examples performs best, which is un-
surprising because it is trained on the same type
of features that it is now asked to predict. Perfor-
mance is weaker when the model is trained from
minimal pairs. Minimal pair training is particularly
helpful on rare features, but offers far fewer exam-
ples on the high-frequency features, which in turn
dominate the DDM scores on test data. Regular
expressions perform well on this task, because we
happen to have regular expressions for the high-
frequency features, and because the precision is-
sues are less problematic in aggregate when the
DDM is not applied to non-dialectal transcripts.
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Social impact of NLP research

• Real-world language technology 
implementation


• Uses of language technologies


• Social biases in NLP models
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