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e | anguage is socially situated

By and for communicators
 \Wednesday; focus on dialect

e oOften, it's also about people
 Today; focus on gender
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NLP task Papers

Embeddings (type-level or contextualized) 54

Coreference resolution 20

Language modeling or dialogue generation 17
Hate-speech detection 17

Sentiment analysis 15

Machine translation 8

Tagging or parsing 5

Surveys, frameworks, and meta-analyses 20
Other 22

Table 1: The NLP tasks covered by the 146 papers.

[Blodgett et al., ACL 2020]


https://www.aclweb.org/anthology/2020.acl-main.485/

From applications
- credit scoring, resume screening
- historical bias in training data

¢ Allocational harms: "when an automated system
allocates resources (e.g., credit) or opportunities (e.g.,
jobs) unfairly to different social groups” Lang qeneration? MT?

e Representational harms: "when a system (e.g., a
search engine) represents some social groups in a less
favorable light than others, demeans them, or fails to
recognize their existence altogether.”

Papers

Category Motivation Technique

Allocational harms 30 4
Stereotyping 50 58

Other representational harms 52 43
Questionable correlations 47 42
Vague/unstated 23 0

Surveys, frameworks, and 20 20

meta-analyses

Table 2: The categories into which the 146 papers fall.
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Biases in word embeddings

Mamis to Computer Programmer as Woman is to Homemaker?
Debiasing Word Embeddings

Tolga Bolukbasil, Kai-Wei Chang2, James Zou2, Venkatesh Saligrama1’2, Adam Kalai?

Extreme she occupations

1. homemaker 2. nurse 3. receptionist
4. librarian 5. socialite 6. hairdresser
7. nanny 8. bookkeeper 9. stylist

10. housekeeper 11. interior designer 12. guidance counselor

Extreme he occupations

1. maestro 2. skipper 3. protege

4. philosopher 5. captain 6. architect

7. financier 8. warrior 9. broadcaster
10. magician 11. figher pilot 12. boss

® Does this have implications as either
allocational or representational harms (or
otherwise)?
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e (Can you "de-bias"? Bolukbasi et al. (2016) proposed a
linear projection postprocessing step to de-bias
embeddings. But Gonen and Goldberg (2019) showed
the nearest-neighbor / clustering structure still encodes
lots of gender information!

(a) Clustering for HARD-DEBIASED embedding, before (left
hand-side) and after (right hand-side) debiasing.
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(b) Clustering for GN-GLOVE embedding, before (left hand-
side) and after (right hand-side) debiasing.

Figure 1: Clustering the 1,000 most biased words, be-
fore and after debiasing, for both models.
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Gender Bias in Coreference Resolution

Rachel Rudinger, Jason Naradowsky, Brian Leonard, and Benjamin Van Durme
Johns Hopkins University

There 1s a classic riddle: A man and his son get
into a terrible car crash. The father dies, and the
boy is badly injured. In the hospital, the surgeon
looks at the patient and exclaims, “I can’t operate
on this boy, he’s my son!” How can this be?


brenocon


Gender Bias in Coreference Resolution

Rachel Rudinger, Jason Naradowsky, Brian Leonard, and Benjamin Van Durme
Johns Hopkins University

Abstract

We present an empirical study of gender bias
in coreference resolution systems. We first in-
troduce a novel, Winograd schema-style set of
minimal pair sentences that differ only by pro-
noun gender. With these Winogender schemas,
we evaluate and confirm systematic gender
bias in three publicly-available coreference
resolution systems, and correlate this bias with
real-world and textual gender statistics.

Mention) ™~ ~™ """ corefrmzmmmmmee [Mention} ™ ~“*"*"~~ [Mention} " ~“°"*" ~ [Mention]
— — -~ —
The surgeon could n't operate on his patient: it was his son!

[Mention) ™™~ """"""" corefrozmzmmees [Mention} ~~ ="~ {Mention) "“*"*"* Mention]
—_— — ~~~ —
The surgeon could n't operate on their patient: it was their son'!

------------------ coref------------------
) R coref-------- .
Mention | [Mention] [Mention]
— — -~ ——

The surgeon could n't operate on her patient: it was her son!

Figure 1: Stanford CoreNLP rule-based coreference
system resolves a male and neutral pronoun as coref-
erent with “The surgeon,” but does not for the corre-
sponding female pronoun.
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Figure 3: Gender statistics from Bergsma and Lin
(2006) correlate with Bureau of Labor Statistics 2015.
However, the former has systematically lower female
percentages; most points lie well below the 45-degree
line (dotted). Regression line and 95% confidence in-
terval in blue. Pearson r = 0.67.

e Bergsma and Lin: infer nouns' gender and number from
distributional syntactic path stats from unlabeled corpus



(la) The paramedic performed CPR on the passenger
even though Sshe/he/they knew it was too late.

(2a) The paramedic performed CPR on the passenger
even though she/he/they was/were already dead.

(1b) The paramedic performed CPR on someone
even though she/he/they knew it was too late.

(2b) The paramedic performed CPR on someone
even though she/he/they was/were already dead.

Figure 2. A “Winogender” schema for the occupation
paramedic. Correct answers in bold. In general, OC-
CUPATION and PARTICIPANT may appear in either or-
der in the sentence.


brenocon

brenocon

brenocon


By multiple measures, the Winogender schemas
reveal varying degrees of gender bias in all three Overall, male pronouns are also more likely to
systems. First we observe that these systems do be resolved as OCCUPATION than female or neu-
not behave in a gender-neutral fashion. That is to tral pronouns across all systems: for RULE, 72%

say, we have designed test sentences where cor- male vs 29% female and 1% neutral; for STAT,
rect pronoun resolution is not a function of gen- 71% male vs 63% female and 50% neutral; and
der (as validated by human annotators), but system for NEURAL, 87% male vs 80% female and 36%
predictions do exhibit sensitivity to pronoun gen- neutral. Neutral pronouns are often resolved as
der: 68% of male-female minimal pair test sen- neither OCCUPATION nor PARTICIPANT, possibly

tences are resolved differently by the RULE sys- due to the number ambiguity of “they/their/them.”
tem; 28% for STAT; and 13% for NEURAL.
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Figure 4: These two plots show how gender bias in coreference systems corresponds with occupational gender
statistics from the U.S Bureau of Labor Statistics (left) and from text as computed by Bergsma and Lin (2006)
(right); each point represents one occupation. The y-axes measure the extent to which a coref system prefers to
match female pronouns with a given occupation over male pronouns, as tested by our Winogender schemas. A
value of 100 (maximum female bias) means the system always resolved female pronouns to the given occupation
and never male pronouns (100% - 0%); a score of -100 (maximum male bias) is the reverse; and a value of 0
indicates no gender differential. Recall the Winogender evaluation set is gender-balanced for each occupation;
thus the horizontal dotted black line (y=0) in both plots represents a hypothetical system with 100% accuracy.
Regression lines with 95% confidence intervals are shoyy.
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Evaluating Gender Bias in Machine Translation

Gabriel Stanovsky'?, Noah A. Smith'*, and Luke Zettlemoyer'

'Paul G. Allen School of Computer Science & Engineering, University of Washington, Seattle, USA
?Allen Institute for Artificial Intelligence, Seattle, USA
{gabis, nasmith, lsz}@cs.washington.edu

Abstract

We present the first challenge set and eval-
uation protocol for the analysis of gender
bias 1n machine translation (MT). Our ap-
proach uses two recent coreference resolution
datasets composed of English sentences which
cast participants into non-stereotypical gender
roles (e.g., ““The doctor asked the nurse to help
her in the operation”). We devise an automatic
gender bias evaluation method for eight tar-
get languages with grammatical gender, based
on morphological analysis (e.g., the use of fe-
male inflection for the word “doctor’”). Our

The doctor asked the nurse to help her in the procedure

e

Bl doctor le pidio a la enfermera que le ayudara con el procedimiento

Figure 1: An example of gender bias in machine trans-
lation from English (top) to Spanish (bottom). In
the English source sentence, the nurse’s gender is un-
known, while the coreference link with “her” 1denti-
fies the “doctor” as a female. On the other hand, the
Spanish target sentence uses morphological features
for gender: “el doctor” (male), versus “la enfermer-
a”’ (female). Aligning between source and target sen-
tences reveals that a stereotypical assignment of gender
roles changed the meaning of the translated sentence by
changing the doctor’s gender.
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Accuracy (%)
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Figure 2: Google Translate’s performance on gender translation on our tested languages. The pe
stereotypical portion of WinoMT is consistently better than that on the non-stereotypical portio

systems we tested display similar trends.

Google Translate Microsoft Translator =~ Amazon Translate™ SYSTRAN
Acc Aq Ag Acc Aq Ag Acc Aa Ag Acc  Ag Ag
ES | 53.1 234 213|473 368 232|594 154 223|456 463 15.0
FR | 63.6 64 26.7|4477 364 29.7 552 1777 249|450 44.0 9.4
IT |396 329 215|398 398 17.0 | 424 278 185|389 475 9.4
RU | 3777 368 114 | 36.8 42.1 851397 347 92 |37.3 441 9.3
UK | 384 436 108 | 41.3 469 11.8 — — — 289 224 129
HE | 537 79 378 |48.1 149 329|505 103 473 |46.6 205 24.5
AD | /@& A27 11 1 472 4Q@2 1241 A0Q@ 2% 1an | A7n A0 4 g2




