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• Language is socially situated 
 

• By and for communicators

• Wednesday; focus on dialect 

 

• often, it's also about people

• Today; focus on gender
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• [Blodgett et al., ACL 2020]
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Abstract�

We� survey� 146� papers� analyzing� “bias”� in�
NLP� systems,� finding� that� their� motivations�
are� often� vague,� inconsistent,� and� lacking�
in� normative� reasoning,� despite� the� fact� that�
analyzing� “bias”� is� an� inherently� normative�
process.� We� further� find� that� these� papers’�
proposed� quantitative� techniques� for� measur-
ing�or�mitigating�“bias”�are�poorly�matched�to�
their�motivations�and�do�not�engage�with� the�
relevant� literature� outside� of� NLP.� Based� on�
these�findings,�we�describe�the�beginnings�of�a�
path�forward�by�proposing�three�recommenda-
tions�that�should�guide�work�analyzing�“bias”�
in�NLP�systems.� These�recommendations�rest�
on� a� greater� recognition� of� the� relationships�
between� language� and� social� hierarchies,�
encouraging� researchers� and� practitioners�
to� articulate� their� conceptualizations� of�
“bias”—i.e.,� what� kinds� of� system� behaviors�
are�harmful,�in�what�ways,�to�whom,�and�why,�
as�well�as�the�normative�reasoning�underlying�
these�statements—and�to�center�work�around�
the� lived�experiences�of�members�of�commu-
nities� affected� by� NLP� systems,� while� inter-
rogating�and�reimagining� the�power�relations�
between�technologists�and�such�communities.�

1� Introduction�

A�large�body�of�work�analyzing�“bias”�in�natural�
language�processing�(NLP)�systems�has�emerged�
in�recent�years,�including�work�on�“bias”�in�embed-
ding�spaces�(e.g.,�Bolukbasi�et�al.,�2016a;�Caliskan�
et� al.,� 2017;� Gonen� and� Goldberg,� 2019;� May�
et�al.,�2019)�as�well�as�work�on�“bias”�in�systems�
developed�for�a�breadth�of�tasks�including�language�
modeling�(Lu�et�al.,�2018;�Bordia�and�Bowman,�

2019),� coreference� resolution� (Rudinger� et� al.,�
2018;�Zhao�et�al.,�2018a),�machine�translation�(Van-
massenhove�et�al.,�2018;�Stanovsky�et�al.,�2019),�
sentiment�analysis�(Kiritchenko�and�Mohammad,�
2018),� and� hate� speech/toxicity� detection� (e.g.,�
Park�et�al.,�2018;�Dixon�et�al.,�2018),�among�others.�

Although�these�papers�have�laid�vital�ground-
work�by�illustrating�some�of�the�ways�that�NLP�
systems�can�be�harmful,�the�majority�of�them�fail�
to�engage�critically�with�what�constitutes�“bias”�
in�the�first�place.� Despite�the�fact�that�analyzing�
“bias”� is� an� inherently� normative� process—in�
which�some�system�behaviors�are�deemed�good�
and� others� harmful—papers� on� “bias”� in� NLP�
systems�are�rife�with�unstated�assumptions�about�
what� kinds�of� system�behaviors� are�harmful,� in�
what�ways,�to�whom,�and�why.� Indeed,�the�term�
“bias”�(or�“gender�bias”�or�“racial�bias”)�is�used�
to�describe�a�wide�range�of�system�behaviors,�even�
though�they�may�be�harmful�in�different�ways,�to�
different�groups,� or� for�different� reasons.� Even�
papers�analyzing�“bias”�in�NLP�systems�developed�
for�the�same�task�often�conceptualize�it�differently.�

For� example,� the� following� system�behaviors�
are�all�understood�to�be�self-evident�statements�of�
“racial�bias”:�(a)�embedding�spaces�in�which�embed-
dings�for�names�associated�with�African�Americans�
are� closer� (compared� to� names� associated� with�
European� Americans)� to� unpleasant� words� than�
pleasant�words�(Caliskan�et�al.,�2017);� (b)�senti-
ment�analysis�systems�yielding�different�intensity�
scores�for�sentences�containing�names�associated�
with�African�Americans�and�sentences�containing�
names�associated�with�European�Americans�(Kir-
itchenko�and�Mohammad,�2018);�and�(c)�toxicity�
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detection�systems�scoring�tweets�containing�fea-
tures�associated�with�African-American�English�as�
more�offensive�than�tweets�without�these�features�
(Davidson�et�al.,�2019;�Sap�et�al.,�2019).�Moreover,�
some� of� these� papers� focus� on� “racial� bias”�
expressed� in�written� text,� while�others� focus�on�
“racial�bias”�against�authors.�This�use�of�imprecise�
terminology�obscures�these�important�differences.�

We�survey�146�papers�analyzing�“bias”�in�NLP�
systems,�finding�that� their�motivations�are�often�
vague�and�inconsistent.�Many�lack�any�normative�
reasoning�for�why�the�system�behaviors�that�are�
described�as�“bias”�are�harmful,�in�what�ways,�and�
to�whom.� Moreover,� the�vast�majority�of� these�
papers�do�not�engage�with�the�relevant�literature�
outside�of�NLP�to�ground�normative�concerns�when�
proposing�quantitative�techniques�for�measuring�
or�mitigating�“bias.”�As�a�result,�we�find�that�many�
of� these� techniques� are� poorly� matched� to� their�
motivations,�and�are�not�comparable�to�one�another.�

We� then� describe� the� beginnings� of� a� path�
forward� by� proposing� three� recommendations�
that�should�guide�work�analyzing�“bias”�in�NLP�
systems.�We�argue�that�such�work�should�examine�
the�relationships�between�language�and�social�hi-
erarchies;�we�call�on�researchers�and�practitioners�
conducting�such�work�to�articulate�their�conceptu-
alizations�of�“bias”�in�order�to�enable�conversations�
about�what�kinds�of�system�behaviors�are�harmful,�
in�what�ways,�to�whom,�and�why;�and�we�recom-
mend�deeper�engagements�between�technologists�
and�communities�affected�by�NLP�systems.� We�
also�provide�several�concrete�research�questions�
that�are�implied�by�each�of�our�recommendations.�

2� Method�

Our� survey� includes� all� papers� known� to� us�
analyzing�“bias”�in�NLP�systems—146�papers�in�
total.�We�omitted�papers�about�speech,�restricting�
our�survey�to�papers�about�written�text�only.� To�
identify�the�146�papers,�we�first�searched�the�ACL�
Anthology1� for�all�papers�with�the�keywords�“bias”�
or�“fairness”�that�were�made�available�prior�to�May�
2020.� We�retained�all�papers�about�social�“bias,”�
and�discarded�all�papers�about�other�definitions�of�
the�keywords�(e.g.,�hypothesis-only�bias,�inductive�
bias,�media�bias).�We�also�discarded�all�papers�us-
ing�“bias”�in�NLP�systems�to�measure�social�“bias”�
in�text�or�the�real�world�(e.g.,�Garg�et�al.,�2018).�

To�ensure�that�we�did�not�exclude�any�relevant�
1https://www.aclweb.org/anthology/ 

NLP�task� Papers�

Embeddings�(type-level�or�contextualized)� 54�
Coreference�resolution� 20�

Language�modeling�or�dialogue�generation� 17�
Hate-speech�detection� 17�

Sentiment�analysis� 15�
Machine�translation� 8�
Tagging�or�parsing� 5�

Surveys,�frameworks,�and�meta-analyses� 20�
Other� 22�

Table�1:�The�NLP�tasks�covered�by�the�146�papers.�

papers�without�the�keywords�“bias”�or�“fairness,”�
we�also�traversed�the�citation�graph�of�our�initial�
set�of�papers,�retaining�any�papers�analyzing�“bias”�
in�NLP�systems�that�are�cited�by�or�cite�the�papers�
in�our�initial�set.� Finally,�we�manually�inspected�
any�papers�analyzing�“bias”�in�NLP�systems�from�
leading�machine�learning,�human–computer�inter-
action,�and�web�conferences�and�workshops,�such�
as�ICML,�NeurIPS,�AIES,�FAccT,�CHI,�and�WWW,�
along� with� any� relevant� papers� that� were� made�
available�in�the�“Computation�and�Language”�and�
“Computers�and�Society”�categories�on�arXiv�prior�
to�May�2020,�but�found�that�they�had�already�been�
identified�via�our�traversal�of�the�citation�graph.�We�
provide�a�list�of�all�146�papers�in�the�appendix.�In�
Table�1,�we�provide�a�breakdown�of�the�NLP�tasks�
covered�by�the�papers.�We�note�that�counts�do�not�
sum�to�146,�because�some�papers�cover�multiple�
tasks.�For�example,�a�paper�might�test�the�efficacy�
of� a� technique� for� mitigating� “bias”� in� embed-
ding�spaces�in�the�context�of�sentiment�analysis.�

Once�identified,�we�then�read�each�of�the�146�pa-
pers�with�the�goal�of�categorizing�their�motivations�
and�their�proposed�quantitative�techniques�for�mea-
suring�or�mitigating�“bias.”�We�used�a�previously�
developed�taxonomy�of�harms�for�this�categoriza-
tion,�which�differentiates�between�so-called�alloca-
tional�and�representational�harms�(Barocas�et�al.,�
2017;�Crawford,�2017).�Allocational�harms�arise�
when�an�automated�system�allocates�resources�(e.g.,�
credit)�or�opportunities�(e.g.,�jobs)�unfairly�to�dif-
ferent�social�groups;�representational�harms�arise�
when�a�system�(e.g.,�a�search�engine)�represents�
some�social�groups�in�a�less�favorable�light�than�
others,�demeans�them,�or�fails�to�recognize�their�
existence�altogether.�Adapting�and�extending�this�
taxonomy,�we�categorized�the�146�papers’�motiva-
tions�and�techniques�into�the�following�categories:�

. Allocational�harms.�

https://www.aclweb.org/anthology/2020.acl-main.485/


• Allocational harms: "when an automated system 
allocates resources (e.g., credit) or opportunities (e.g., 
jobs) unfairly to different social groups"


• Representational harms:  "when a system (e.g., a 
search engine) represents some social groups in a less 
favorable light than others, demeans them, or fails to 
recognize their existence altogether."

4
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Papers�
Category� Motivation� Technique�

Allocational�harms� 30� 4�
Stereotyping� 50� 58�

Other�representational�harms� 52� 43�
Questionable�correlations� 47� 42�

Vague/unstated� 23� 0�
Surveys,�frameworks,�and� 20� 20�

meta-analyses�

Table�2:�The�categories�into�which�the�146�papers�fall.�

. Representational�harms:2�

. Stereotyping�that�propagates�negative�gen-
eralizations�about�particular�social�groups.�

. Differences�in�system�performance�for�dif-
ferent�social�groups,�language�that�misrep-
resents�the�distribution�of�different�social�
groups�in�the�population,�or�language�that�
is�denigrating�to�particular�social�groups.�

. Questionable�correlations�between�system�be-
havior�and�features�of�language�that�are�typi-
cally�associated�with�particular�social�groups.�

. Vague� descriptions� of� “bias”� (or� “gender�
bias”�or�“racial�bias”)�or�no�description�at�all.�

. Surveys,�frameworks,�and�meta-analyses.�
In�Table�2�we�provide�counts� for�each�of� the�

six� categories� listed� above.� (We�also�provide� a�
list�of�the�papers�that�fall�into�each�category�in�the�
appendix.)�Again,�we�note�that�the�counts�do�not�
sum�to�146,�because�some�papers�state�multiple�
motivations,�propose�multiple�techniques,�or�pro-
pose�a�single�technique�for�measuring�or�mitigating�
multiple�harms.�Table�3,�which�is�in�the�appendix,�
contains�examples�of�the�papers’�motivations�and�
techniques�across�a�range�of�different�NLP�tasks.�

3� Findings�

Categorizing�the�146�papers’�motivations�and�pro-
posed�quantitative�techniques�for�measuring�or�miti-
gating�“bias”�into�the�six�categories�listed�above�en-
abled�us�to�identify�several�commonalities,�which�
we�present�below,�along�with�illustrative�quotes.�

2We�grouped�several�types�of�representational�harms�into�
two�categories�to�reflect�that�the�main�point�of�differentiation�
between�the�146�papers’�motivations�and�proposed�quantitative�
techniques�for�measuring�or�mitigating�“bias”�is�whether�or�not�
they�focus�on�stereotyping.�Among�the�papers�that�do�not�fo-
cus�on�stereotyping,�we�found�that�most�lack�sufficiently�clear�
motivations�and�techniques�to�reliably�categorize�them�further.�

3.1� Motivations�
Papers� state� a� wide� range� of� motivations,�
multiple� motivations,� vague� motivations,� and�
sometimes�no�motivations�at�all.� We�found�that�
the�papers’�motivations�span�all�six�categories,�with�
several�papers�falling�into�each�one.�Appropriately,�
papers�that�provide�surveys�or�frameworks�for�an-
alyzing�“bias”�in�NLP�systems�often�state�multiple�
motivations�(e.g.,�Hovy�and�Spruit,�2016;�Bender,�
2019;�Sun�et�al.,�2019;�Rozado,�2020;�Shah�et�al.,�
2020).�However,�as�the�examples�in�Table�3�(in�the�
appendix)�illustrate,�many�other�papers�(33%)�do�
so�as�well.� Some�papers�(16%)�state�only�vague�
motivations�or�no�motivations�at�all.�For�example,�

“[N]o�human�should�be�discriminated�on�the�basis�
of�demographic�attributes�by�an�NLP�system.”�

—Kaneko�and�Bollegala�(2019)�
“[P]rominent�word�embeddings�[...]�encode�
systematic�biases�against�women�and�black�people�
[...]�implicating�many�NLP�systems�in�scaling�up�
social�injustice.”� —May�et�al.�(2019)�

These�examples�leave�unstated�what�it�might�mean�
for�an�NLP�system�to�“discriminate,”� what�con-
stitutes�“systematic�biases,”�or�how�NLP�systems�
contribute�to�“social�injustice”�(itself�undefined).�

Papers’�motivations�sometimes�include�no�nor-
mative�reasoning.� We�found�that�some�papers�
(32%)�are�not�motivated�by�any�apparent�normative�
concerns,�often�focusing�instead�on�concerns�about�
system�performance.�For�example,�the�first�quote�
below�includes�normative�reasoning—namely�that�
models�should�not�use�demographic�information�
to�make�predictions—while�the�other�focuses�on�
learned�correlations�impairing�system�performance.�

“In�[text�classification],�models�are�expected�to�
make�predictions�with�the�semantic�information�
rather�than�with�the�demographic�group�identity�
information�(e.g.,�‘gay’,�‘black’)�contained�in�the�
sentences.”� —Zhang�et�al.�(2020a)�

“An�over-prevalence�of�some�gendered�forms�in�the�
training�data�leads�to�translations�with�identifiable�
errors.�Translations�are�better�for�sentences�
involving�men�and�for�sentences�containing�
stereotypical�gender�roles.”�

—Saunders�and�Byrne�(2020)�

Even� when� papers� do� state� clear� motivations,�
they�are�often�unclear�about�why�the�system�be-
haviors�that�are�described�as�“bias”�are�harm-
ful,�in�what�ways,�and�to�whom.� We�found�that�
even�papers�with�clear�motivations�often�fail�to�ex-
plain�what�kinds�of�system�behaviors�are�harmful,�
in�what�ways,�to�whom,�and�why.�For�example,�
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Biases in word embeddings

• Does this have implications as either 
allocational or representational harms (or 
otherwise)?

5

brenocon

brenocon

brenocon

brenocon

brenocon

brenocon

brenocon

brenocon

brenocon



• Can you "de-bias"?  Bolukbasi et al. (2016) proposed a 
linear projection postprocessing step to de-bias 
embeddings. But Gonen and Goldberg (2019) showed 
the nearest-neighbor / clustering structure still encodes 
lots of gender information!
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3 Experimental Setup

We refer to the word embeddings of the previ-
ous works as HARD-DEBIASED (Bolukbasi et al.,
2016b) and GN-GLOVE (gender-neutral GloVe)
(Zhao et al., 2018). For each debiased word em-
bedding we quantify the hidden bias with respect
to the biased version. For HARD-DEBIASED we
compare to the embeddings before applying the
debiasing procedure. For GN-GLOVE we com-
pare to embedding trained with standard GloVe on
the same corpus.7

Unless otherwise specified, we follow Boluk-
basi et al. (2016b) and use a reduced version of
the vocabulary for both word embeddings: we take
the most frequent 50,000 words and phrases and
remove words with upper-case letters, digits, or
punctuation, and words longer than 20 characters.
In addition, to avoid quantifying the bias of words
that are inherently gendered (e.g. mother, father,
queen), we remove from each vocabulary the re-
spective set of gendered words as pre-defined in
each work.8 This yeilds a vocabulary of 26,189
words for HARD-DEBIASED and of 47,698 words
for GN-GLOVE.

As explained in Section 2 and according to the
definition in previous works, we compute the bias
of a word by taking its projection on the gender
direction: �!he��!

she.
In order to quantify the association between sets

of words, we follow Caliskan et al. (2017) and use
their Word Embedding Association Test (WEAT):
consider two sets of target words (e.g., male and
female professions) and two sets of attribute words
(e.g., male and female names). A permutation test
estimates the probability that a random permuta-
tion of the target words would produce equal or
greater similarities to the attribute sets.

4 Experiments and Results

Male- and female-biased words cluster together

We take the most biased words in the vocab-
ulary according to the original bias (500 male-

7We use the embeddings provided by Bolukbasi et
al. (2016b) in https://github.com/tolga-b/
debiaswe and by Zhao et al. (2018) in https://
github.com/uclanlp/gn_glove.

8For HARD-DEBIASED we use first three lists from:
https://github.com/tolga-b/debiaswe/
tree/master/data and for GN-GLOVE we use the
two lists from: https://github.com/uclanlp/gn_
glove/tree/master/wordlist

(a) Clustering for HARD-DEBIASED embedding, before (left
hand-side) and after (right hand-side) debiasing.

(b) Clustering for GN-GLOVE embedding, before (left hand-
side) and after (right hand-side) debiasing.

Figure 1: Clustering the 1,000 most biased words, be-
fore and after debiasing, for both models.

biased and 500 female-biased9), and cluster them
into two clusters using k-means. For the HARD-
DEBIASED embedding, the clusters align with
gender with an accuracy of 92.5% (according to
the original bias of each word), compared to an ac-
curacy of 99.9% with the original biased version.
For the GN-GLOVE embedding, we get an accu-
racy of 85.6%, compared to an accuracy of 100%
with the biased version. These results suggest that
indeed much of the bias information is still embed-
ded in the representation after debiasing. Figure 1
shows the tSNE (Maaten and Hinton, 2008) pro-
jection of the vectors before and after debiasing,
for both models.

Bias-by-projection correlates to bias-by-

neighbours This clustering of gendered words
indicates that while we cannot directly “observe”
the bias (i.e. the word “nurse” will no longer
be closer to explicitly marked feminine words)
the bias is still manifested by the word being
close to socially-marked feminine words, for
example “nurse” being close to “receptionist”,
“caregiver” and “teacher”. This suggests a new
mechanism for measuring bias: the percentage of
male/female socially-biased words among the k
nearest neighbors of the target word.10

We measure the correlation of this new bias
9highest on the two lists for HARD-DEBIASED are ’pe-

tite’, ’mums’, ’bra’, ’breastfeeding’ and ’sassy’ for female
and ’rookie’, ’burly’, ’hero’, ’training camp’ and ’journey-
man’ for male. Lowest on the two lists are ’watchdogs’, ’wa-
tercolors’, ’sew’, ’burqa’, ’diets’ for female and ’teammates’,
’playable’, ’grinning’, ’knee surgery’, ’impersonation’ for
male.

10While the social bias associated with a word cannot be
observed directly in the new embeddings, we can approxi-
mate it using the gender-direction in non-debiased embed-
dings.
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Gender Bias in Coreference Resolution

Rachel Rudinger, Jason Naradowsky, Brian Leonard, and Benjamin Van Durme
Johns Hopkins University

Abstract

We present an empirical study of gender bias
in coreference resolution systems. We first in-
troduce a novel, Winograd schema-style set of
minimal pair sentences that differ only by pro-
noun gender. With these Winogender schemas,
we evaluate and confirm systematic gender
bias in three publicly-available coreference
resolution systems, and correlate this bias with
real-world and textual gender statistics.

1 Introduction

There is a classic riddle: A man and his son get

into a terrible car crash. The father dies, and the

boy is badly injured. In the hospital, the surgeon

looks at the patient and exclaims, “I can’t operate

on this boy, he’s my son!” How can this be?
That a majority of people are reportedly unable

to solve this riddle1 is taken as evidence of un-
derlying implicit gender bias (Wapman and Belle,
2014): many first-time listeners have difficulty as-
signing both the role of “mother” and “surgeon” to
the same entity.

As the riddle reveals, the task of coreference
resolution in English is tightly bound with ques-
tions of gender, for humans and automated sys-
tems alike (see Figure 1). As awareness grows
of the ways in which data-driven AI technolo-
gies may acquire and amplify human-like biases
(Caliskan et al., 2017; Barocas and Selbst, 2016;
Hovy and Spruit, 2016), this work investigates
how gender biases manifest in coreference reso-
lution systems.

There are many ways one could approach this
question; here we focus on gender bias with re-
spect to occupations, for which we have corre-
sponding U.S. employment statistics. Our ap-
proach is to construct a challenge dataset in

1The surgeon is the boy’s mother.

Figure 1: Stanford CoreNLP rule-based coreference
system resolves a male and neutral pronoun as coref-
erent with “The surgeon,” but does not for the corre-
sponding female pronoun.

the style of Winograd schemas, wherein a pro-
noun must be resolved to one of two previously-
mentioned entities in a sentence designed to be
easy for humans to interpret, but challenging for
data-driven systems (Levesque et al., 2011). In
our setting, one of these mentions is a person
referred to by their occupation; by varying only
the pronoun’s gender, we are able to test the im-
pact of gender on resolution. With these “Wino-
gender schemas,” we demonstrate the presence
of systematic gender bias in multiple publicly-
available coreference resolution systems, and that
occupation-specific bias is correlated with em-
ployment statistics. We release these test sen-
tences to the public.2

In our experiments, we represent gender as a
categorical variable with either two or three possi-
ble values: female, male, and (in some cases) neu-
tral. These choices reflect limitations of the textual
and real-world datasets we use.

2 Coreference Systems

In this work, we evaluate three publicly-
available off-the-shelf coreference resolution sys-
tems, representing three different machine learn-
ing paradigms: rule-based systems, feature-driven

2https://github.com/rudinger/
winogender-schemas
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We present an empirical study of gender bias
in coreference resolution systems. We first in-
troduce a novel, Winograd schema-style set of
minimal pair sentences that differ only by pro-
noun gender. With these Winogender schemas,
we evaluate and confirm systematic gender
bias in three publicly-available coreference
resolution systems, and correlate this bias with
real-world and textual gender statistics.

1 Introduction

There is a classic riddle: A man and his son get

into a terrible car crash. The father dies, and the

boy is badly injured. In the hospital, the surgeon

looks at the patient and exclaims, “I can’t operate

on this boy, he’s my son!” How can this be?
That a majority of people are reportedly unable

to solve this riddle1 is taken as evidence of un-
derlying implicit gender bias (Wapman and Belle,
2014): many first-time listeners have difficulty as-
signing both the role of “mother” and “surgeon” to
the same entity.

As the riddle reveals, the task of coreference
resolution in English is tightly bound with ques-
tions of gender, for humans and automated sys-
tems alike (see Figure 1). As awareness grows
of the ways in which data-driven AI technolo-
gies may acquire and amplify human-like biases
(Caliskan et al., 2017; Barocas and Selbst, 2016;
Hovy and Spruit, 2016), this work investigates
how gender biases manifest in coreference reso-
lution systems.

There are many ways one could approach this
question; here we focus on gender bias with re-
spect to occupations, for which we have corre-
sponding U.S. employment statistics. Our ap-
proach is to construct a challenge dataset in

1The surgeon is the boy’s mother.

Figure 1: Stanford CoreNLP rule-based coreference
system resolves a male and neutral pronoun as coref-
erent with “The surgeon,” but does not for the corre-
sponding female pronoun.

the style of Winograd schemas, wherein a pro-
noun must be resolved to one of two previously-
mentioned entities in a sentence designed to be
easy for humans to interpret, but challenging for
data-driven systems (Levesque et al., 2011). In
our setting, one of these mentions is a person
referred to by their occupation; by varying only
the pronoun’s gender, we are able to test the im-
pact of gender on resolution. With these “Wino-
gender schemas,” we demonstrate the presence
of systematic gender bias in multiple publicly-
available coreference resolution systems, and that
occupation-specific bias is correlated with em-
ployment statistics. We release these test sen-
tences to the public.2

In our experiments, we represent gender as a
categorical variable with either two or three possi-
ble values: female, male, and (in some cases) neu-
tral. These choices reflect limitations of the textual
and real-world datasets we use.

2 Coreference Systems

In this work, we evaluate three publicly-
available off-the-shelf coreference resolution sys-
tems, representing three different machine learn-
ing paradigms: rule-based systems, feature-driven

2https://github.com/rudinger/
winogender-schemas
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(1a) The paramedic performed CPR on the passenger
even though she/he/they knew it was too late.

(2a) The paramedic performed CPR on the passenger
even though she/he/they was/were already dead.

(1b) The paramedic performed CPR on someone
even though she/he/they knew it was too late.

(2b) The paramedic performed CPR on someone
even though she/he/they was/were already dead.

Figure 2: A “Winogender” schema for the occupation
paramedic. Correct answers in bold. In general, OC-
CUPATION and PARTICIPANT may appear in either or-
der in the sentence.

TICIPANT).5 We aimed to write sentences where
(1) pronoun resolution was as unambiguous for
humans as possible (in the absence of additional
context), and (2) the resolution would not be af-
fected by changing pronoun gender. (See Figure
2.) Nonetheless, to ensure that our own judgments
are shared by other English speakers, we vali-
dated all 720 sentences on Mechanical Turk, with
10-way redundancy. Each MTurk task included
5 sentences from our dataset, and 5 sentences
from the Winograd Schema Challenge (Levesque
et al., 2011)6, though this additional validation
step turned out to be unnecessary.7 Out of 7200
binary-choice worker annotations (720 sentences
⇥ 10-way redundancy), 94.9% of responses agree
with our intended answers. With simple major-
ity voting on each sentence, worker responses
agree with our intended answers for 718 of 720
sentences (99.7%). The two sentences with low
agreement have neutral gender (“they”), and are
not reflected in any binary (female-male) analysis.

Correlation (r) RULE STAT NEURAL

B&L 0.87 0.46 0.35
BLS 0.55 0.31 0.31

Table 1: Correlation values for Figures 3 and 4.

5Unlike Winograd schemas, we are not primarily con-
cerned with whether these sentences are “hard” to solve, e.g.,
because they would require certain types of human knowl-
edge or could not be easily solved with word co-occurrence
statistics.

6We used the publicly-available examples from
https://cs.nyu.edu/faculty/davise/
papers/WinogradSchemas/WSCollection.html

7In the end, we did not use the Winograd schemas to fil-
ter annotators, as raw agreement on the Winogender schemas
was much higher to begin with (94.9% Winogender vs.
86.5% Winograd).

Figure 3: Gender statistics from Bergsma and Lin
(2006) correlate with Bureau of Labor Statistics 2015.
However, the former has systematically lower female
percentages; most points lie well below the 45-degree
line (dotted). Regression line and 95% confidence in-
terval in blue. Pearson r = 0.67.

4 Results and Discussion

We evaluate examples of each of the three coref-
erence system architectures described in 2: the
Lee et al. (2011) sieve system from the rule-
based paradigm (referred to as RULE), Durrett
and Klein (2013) from the statistical paradigm
(STAT), and the Clark and Manning (2016a) deep
reinforcement system from the neural paradigm
(NEURAL).

By multiple measures, the Winogender schemas
reveal varying degrees of gender bias in all three
systems. First we observe that these systems do
not behave in a gender-neutral fashion. That is to
say, we have designed test sentences where cor-
rect pronoun resolution is not a function of gen-
der (as validated by human annotators), but system
predictions do exhibit sensitivity to pronoun gen-
der: 68% of male-female minimal pair test sen-
tences are resolved differently by the RULE sys-
tem; 28% for STAT; and 13% for NEURAL.

Overall, male pronouns are also more likely to
be resolved as OCCUPATION than female or neu-
tral pronouns across all systems: for RULE, 72%
male vs 29% female and 1% neutral; for STAT,
71% male vs 63% female and 50% neutral; and
for NEURAL, 87% male vs 80% female and 36%
neutral. Neutral pronouns are often resolved as
neither OCCUPATION nor PARTICIPANT, possibly
due to the number ambiguity of “they/their/them.”



10

(1a) The paramedic performed CPR on the passenger
even though she/he/they knew it was too late.

(2a) The paramedic performed CPR on the passenger
even though she/he/they was/were already dead.

(1b) The paramedic performed CPR on someone
even though she/he/they knew it was too late.

(2b) The paramedic performed CPR on someone
even though she/he/they was/were already dead.

Figure 2: A “Winogender” schema for the occupation
paramedic. Correct answers in bold. In general, OC-
CUPATION and PARTICIPANT may appear in either or-
der in the sentence.

TICIPANT).5 We aimed to write sentences where
(1) pronoun resolution was as unambiguous for
humans as possible (in the absence of additional
context), and (2) the resolution would not be af-
fected by changing pronoun gender. (See Figure
2.) Nonetheless, to ensure that our own judgments
are shared by other English speakers, we vali-
dated all 720 sentences on Mechanical Turk, with
10-way redundancy. Each MTurk task included
5 sentences from our dataset, and 5 sentences
from the Winograd Schema Challenge (Levesque
et al., 2011)6, though this additional validation
step turned out to be unnecessary.7 Out of 7200
binary-choice worker annotations (720 sentences
⇥ 10-way redundancy), 94.9% of responses agree
with our intended answers. With simple major-
ity voting on each sentence, worker responses
agree with our intended answers for 718 of 720
sentences (99.7%). The two sentences with low
agreement have neutral gender (“they”), and are
not reflected in any binary (female-male) analysis.

Correlation (r) RULE STAT NEURAL

B&L 0.87 0.46 0.35
BLS 0.55 0.31 0.31

Table 1: Correlation values for Figures 3 and 4.

5Unlike Winograd schemas, we are not primarily con-
cerned with whether these sentences are “hard” to solve, e.g.,
because they would require certain types of human knowl-
edge or could not be easily solved with word co-occurrence
statistics.

6We used the publicly-available examples from
https://cs.nyu.edu/faculty/davise/
papers/WinogradSchemas/WSCollection.html

7In the end, we did not use the Winograd schemas to fil-
ter annotators, as raw agreement on the Winogender schemas
was much higher to begin with (94.9% Winogender vs.
86.5% Winograd).

Figure 3: Gender statistics from Bergsma and Lin
(2006) correlate with Bureau of Labor Statistics 2015.
However, the former has systematically lower female
percentages; most points lie well below the 45-degree
line (dotted). Regression line and 95% confidence in-
terval in blue. Pearson r = 0.67.

4 Results and Discussion

We evaluate examples of each of the three coref-
erence system architectures described in 2: the
Lee et al. (2011) sieve system from the rule-
based paradigm (referred to as RULE), Durrett
and Klein (2013) from the statistical paradigm
(STAT), and the Clark and Manning (2016a) deep
reinforcement system from the neural paradigm
(NEURAL).

By multiple measures, the Winogender schemas
reveal varying degrees of gender bias in all three
systems. First we observe that these systems do
not behave in a gender-neutral fashion. That is to
say, we have designed test sentences where cor-
rect pronoun resolution is not a function of gen-
der (as validated by human annotators), but system
predictions do exhibit sensitivity to pronoun gen-
der: 68% of male-female minimal pair test sen-
tences are resolved differently by the RULE sys-
tem; 28% for STAT; and 13% for NEURAL.

Overall, male pronouns are also more likely to
be resolved as OCCUPATION than female or neu-
tral pronouns across all systems: for RULE, 72%
male vs 29% female and 1% neutral; for STAT,
71% male vs 63% female and 50% neutral; and
for NEURAL, 87% male vs 80% female and 36%
neutral. Neutral pronouns are often resolved as
neither OCCUPATION nor PARTICIPANT, possibly
due to the number ambiguity of “they/their/them.”
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Figure 4: These two plots show how gender bias in coreference systems corresponds with occupational gender
statistics from the U.S Bureau of Labor Statistics (left) and from text as computed by Bergsma and Lin (2006)
(right); each point represents one occupation. The y-axes measure the extent to which a coref system prefers to
match female pronouns with a given occupation over male pronouns, as tested by our Winogender schemas. A
value of 100 (maximum female bias) means the system always resolved female pronouns to the given occupation
and never male pronouns (100% - 0%); a score of -100 (maximum male bias) is the reverse; and a value of 0
indicates no gender differential. Recall the Winogender evaluation set is gender-balanced for each occupation;
thus the horizontal dotted black line (y=0) in both plots represents a hypothetical system with 100% accuracy.
Regression lines with 95% confidence intervals are shown.

When these systems’ predictions diverge based
on pronoun gender, they do so in ways that rein-
force and magnify real-world occupational gender
disparities. Figure 4 shows that systems’ gender
preferences for occupations correlate with real-
world employment statistics (U.S. Bureau of La-
bor Statistics) and the gender statistics from text
(Bergsma and Lin, 2006) which these systems ac-
cess directly; correlation values are in Table 1.
We also identify so-called “gotcha” sentences in
which pronoun gender does not match the occu-
pation’s majority gender (BLS) if OCCUPATION is
the correct answer; all systems perform worse on
these “gotchas.”8 (See Table 2.)

Because coreference systems need to make dis-
crete choices about which mentions are coref-
erent, percentage-wise differences in real-world
statistics may translate into absolute differences
in system predictions. For example, the occupa-
tion “manager” is 38.5% female in the U.S. ac-
cording to real-world statistics (BLS); mentions of
“manager” in text are only 5.18% female (B&L
resource); and finally, as viewed through the be-
havior of the three coreference systems we tested,

8“ The librarian helped the child pick out a book be-
cause he liked to encourage reading.” is an example of a
“gotcha” sentence; librarians are > 50% female (BLS).

no managers are predicted to be female. This il-
lustrates two related phenomena: first, that data-
driven NLP pipelines are susceptible to sequential
amplification of bias throughout a pipeline, and
second, that although the gender statistics from
B&L correlate with BLS employment statistics,
they are systematically male-skewed (Figure 3).

System “Gotcha”? Female Male

RULE
no 38.3 51.7
yes 10.0 37.5

STAT
no 50.8 61.7
yes 45.8 40.0

NEURAL
no 50.8 49.2
yes 36.7 46.7

Table 2: System accuracy (%) bucketed by gender and
difficulty (so-called “gotchas,” shaded in purple). For
female pronouns, a “gotcha” sentence is one where ei-
ther (1) the correct answer is OCCUPATION but the oc-
cupation is < 50% female (according to BLS); or (2)
the occupation is � 50% female but the correct answer
is PARTICIPANT; this is reversed for male pronouns.
Systems do uniformly worse on “gotchas.”

5 Related Work

Here we give a brief (and non-exhaustive)
overview of prior work on gender bias in NLP
systems and datasets. A number of papers ex-
plore (gender) bias in English word embeddings:
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Abstract

We present the first challenge set and eval-
uation protocol for the analysis of gender
bias in machine translation (MT). Our ap-
proach uses two recent coreference resolution
datasets composed of English sentences which
cast participants into non-stereotypical gender
roles (e.g., “The doctor asked the nurse to help
her in the operation”). We devise an automatic
gender bias evaluation method for eight tar-
get languages with grammatical gender, based
on morphological analysis (e.g., the use of fe-
male inflection for the word “doctor”). Our
analyses show that four popular industrial MT
systems and two recent state-of-the-art aca-
demic MT models are significantly prone to
gender-biased translation errors for all tested
target languages. Our data and code are pub-
licly available at https://github.com/
gabrielStanovsky/mt_gender.

1 Introduction

Learned models exhibit social bias when their
training data encode stereotypes not relevant for
the task, but the correlations are picked up any-
way. Notable examples include gender biases in
visual SRL (cooking is stereotypically done by
women, construction workers are stereotypically
men; Zhao et al., 2017), lexical semantics (“man
is to computer programmer as woman is to home-
maker”; Bolukbasi et al., 2016), and natural lan-
guage inference (associating women with gossip-
ing and men with guitars; Rudinger et al., 2017).

In this work, we conduct the first large-scale
multilingual evaluation of gender-bias in machine
translation (MT), following recent small-scale
qualitative studies which observed that online MT
services, such as Google Translate or Microsoft
Translator, also exhibit biases, e.g., translating
nurses as females and programmers as males, re-
gardless of context (Alvarez-Melis and Jaakkola,

The doctor asked the nurse to help her in the procedure

El doctor le pidio a la enfermera que le ayudara con el procedimiento

Figure 1: An example of gender bias in machine trans-
lation from English (top) to Spanish (bottom). In
the English source sentence, the nurse’s gender is un-
known, while the coreference link with “her” identi-
fies the “doctor” as a female. On the other hand, the
Spanish target sentence uses morphological features
for gender: “el doctor” (male), versus “la enfermer-
a” (female). Aligning between source and target sen-
tences reveals that a stereotypical assignment of gender
roles changed the meaning of the translated sentence by
changing the doctor’s gender.

2017; Font and Costa-Jussà, 2019). Google Trans-
late recently tried to mitigate these biases by al-
lowing users to sometimes choose between gen-
dered translations (Kuczmarski, 2018).

As shown in Figure 1, we use data introduced
by two recent coreference gender-bias studies: the
Winogender (Rudinger et al., 2018), and the Wino-
Bias (Zhao et al., 2018) datasets. Following the
Winograd schema (Levesque, 2011), each instance
in these datasets is an English sentence which de-
scribes a scenario with human entities, who are
identified by their role (e.g., “the doctor” and “the
nurse” in Figure 1), and a pronoun (“her” in the
example), which needs to be correctly resolved
to one of the entities (“the doctor” in this case).
Rudinger et al. (2018) and Zhao et al. (2018) found
that while human agreement on the task was high
(roughly 95%), coreference resolution models of-
ten ignore context and make socially biased pre-
dictions, e.g., associating the feminine pronoun
“her” with the stereotypically female “nurse.”

We observe that for many target languages, a
faithful translation requires a similar form of (at
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cast participants into non-stereotypical gender
roles (e.g., “The doctor asked the nurse to help
her in the operation”). We devise an automatic
gender bias evaluation method for eight tar-
get languages with grammatical gender, based
on morphological analysis (e.g., the use of fe-
male inflection for the word “doctor”). Our
analyses show that four popular industrial MT
systems and two recent state-of-the-art aca-
demic MT models are significantly prone to
gender-biased translation errors for all tested
target languages. Our data and code are pub-
licly available at https://github.com/
gabrielStanovsky/mt_gender.

1 Introduction

Learned models exhibit social bias when their
training data encode stereotypes not relevant for
the task, but the correlations are picked up any-
way. Notable examples include gender biases in
visual SRL (cooking is stereotypically done by
women, construction workers are stereotypically
men; Zhao et al., 2017), lexical semantics (“man
is to computer programmer as woman is to home-
maker”; Bolukbasi et al., 2016), and natural lan-
guage inference (associating women with gossip-
ing and men with guitars; Rudinger et al., 2017).

In this work, we conduct the first large-scale
multilingual evaluation of gender-bias in machine
translation (MT), following recent small-scale
qualitative studies which observed that online MT
services, such as Google Translate or Microsoft
Translator, also exhibit biases, e.g., translating
nurses as females and programmers as males, re-
gardless of context (Alvarez-Melis and Jaakkola,

The doctor asked the nurse to help her in the procedure

El doctor le pidio a la enfermera que le ayudara con el procedimiento

Figure 1: An example of gender bias in machine trans-
lation from English (top) to Spanish (bottom). In
the English source sentence, the nurse’s gender is un-
known, while the coreference link with “her” identi-
fies the “doctor” as a female. On the other hand, the
Spanish target sentence uses morphological features
for gender: “el doctor” (male), versus “la enfermer-
a” (female). Aligning between source and target sen-
tences reveals that a stereotypical assignment of gender
roles changed the meaning of the translated sentence by
changing the doctor’s gender.

2017; Font and Costa-Jussà, 2019). Google Trans-
late recently tried to mitigate these biases by al-
lowing users to sometimes choose between gen-
dered translations (Kuczmarski, 2018).

As shown in Figure 1, we use data introduced
by two recent coreference gender-bias studies: the
Winogender (Rudinger et al., 2018), and the Wino-
Bias (Zhao et al., 2018) datasets. Following the
Winograd schema (Levesque, 2011), each instance
in these datasets is an English sentence which de-
scribes a scenario with human entities, who are
identified by their role (e.g., “the doctor” and “the
nurse” in Figure 1), and a pronoun (“her” in the
example), which needs to be correctly resolved
to one of the entities (“the doctor” in this case).
Rudinger et al. (2018) and Zhao et al. (2018) found
that while human agreement on the task was high
(roughly 95%), coreference resolution models of-
ten ignore context and make socially biased pre-
dictions, e.g., associating the feminine pronoun
“her” with the stereotypically female “nurse.”

We observe that for many target languages, a
faithful translation requires a similar form of (at
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Google Translate Microsoft Translator Amazon Translate
⇤

SYSTRAN

Acc �G �S Acc �G �S Acc �G �S Acc �G �S

ES 53.1 23.4 21.3 47.3 36.8 23.2 59.4 15.4 22.3 45.6 46.3 15.0
FR 63.6 6.4 26.7 44.7 36.4 29.7 55.2 17.7 24.9 45.0 44.0 9.4
IT 39.6 32.9 21.5 39.8 39.8 17.0 42.4 27.8 18.5 38.9 47.5 9.4

RU 37.7 36.8 11.4 36.8 42.1 8.5 39.7 34.7 9.2 37.3 44.1 9.3
UK 38.4 43.6 10.8 41.3 46.9 11.8 – – – 28.9 22.4 12.9

HE 53.7 7.9 37.8 48.1 14.9 32.9 50.5 10.3 47.3 46.6 20.5 24.5
AR 48.5 43.7 16.1 47.3 48.3 13.4 49.8 38.5 19.0 47.0 49.4 5.3

DE 59.4 12.5 12.5 74.1 0.0 30.2 62.4 12.0 16.7 48.6 34.5 10.3

Table 2: Performance of commercial MT systems on the WinoMT corpus on all tested languages, categorized by
their family: Spanish, French, Italian, Russian, Ukrainian, Hebrew, Arabic, and German. Acc indicates overall
gender accuracy (% of instances the translation had the correct gender), �G denotes the difference in performance
(F1 score) between masculine and feminine scores, and �S is the difference in performance (F1 score) between
pro-stereotypical and anti-stereotypical gender role assignments (higher numbers in the two latter metrics indicate
stronger biases). Numbers in bold indicate best accuracy for the language across MT systems (row), and underlined
numbers indicate best accuracy for the MT system across languages (column). ⇤Amazon Translate does not have
a trained model for English to Ukrainian.

Acc �G �S

FR (Ott et al., 2018) 49.4 2.6 16.1
DE (Edunov et al., 2018) 52.5 7.3 8.4

Table 3: Performance of recent state-of-the-art aca-
demic translation models from English to French and
German. Metrics are the same as those in Table 2.

Target languages and morphological analysis

We selected a set of eight languages with gram-
matical gender which exhibit a wide range of
other linguistic properties (e.g., in terms of al-
phabet, word order, or grammar), while still al-
lowing for highly accurate automatic morpholog-
ical analysis. These languages belong to four dif-
ferent families: (1) Romance languages: Span-
ish, French, and Italian, all of which have gen-
dered noun-determiner agreement and spaCy mor-
phological analysis support (Honnibal and Mon-
tani, 2017). (2) Slavic languages (Cyrillic alpha-
bet): Russian and Ukrainian, for which we use
the morphological analyzer developed by Korobov
(2015). (3) Semitic languages: Hebrew and Ara-
bic, each with a unique alphabet. For Hebrew,
we use the analyzer developed by Adler and El-
hadad (2006), while gender inflection in Arabic
can be easily identified via the ta marbuta charac-
ter, which uniquely indicates feminine inflection.
(4) Germanic languages: German, for which we

use the morphological analyzer developed by Al-
tinok (2018).

3.2 Results

Our main findings are presented in Tables 2 and 3.
For each tested MT system and target language we
compute three metrics with respect to their abil-
ity to convey the correct gender in the target lan-
guage. Ultimately, our analyses indicate that all
tested MT systems are indeed gender biased.

First, the overall system Accuracy is calculated
by the percentage of instances in which the trans-
lation preserved the gender of the entity from
the original English sentence. We find that most
tested systems across eight tested languages per-
form quite poorly on this metric. The best per-
forming model on each language often does not
do much better than a random guess for the correct
inflection. An exception to this rule is the transla-
tion accuracies on German, where three out of four
systems acheive their best performance. This may
be explained by German’s similarity to the English
source language (Hawkins, 2015).

In Table 2, �G denotes the difference in per-
formance (F1 score) between male and female
translations. Interestingly, all systems, except Mi-
crosoft Translator on German, perform signifi-
cantly better on male roles, which may stem from
these being more frequent in the training set.

Perhaps most tellingly, �S measures the differ-
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Figure 2: Google Translate’s performance on gender translation on our tested languages. The performance on the
stereotypical portion of WinoMT is consistently better than that on the non-stereotypical portion. The other MT
systems we tested display similar trends.

Original +Adj �

ES 53.1 63.5 +10.4
RU 37.7 48.9 +11.2
UK 38.4 42.9 +4.5

Table 4: Performance of Google Translate on Spanish,
Russian, and Ukranian gender prediction accuracy (%
correct) on the original WinoMT corpus, versus a mod-
ified version of the dataset where we add sterotypical
gender adjectives (see Section 3.3).

ence in performance (F1 score) between stereo-
typical and non-stereotypical gender role assign-
ments, as defined by Zhao et al. (2018) who
use statistics provided by the US Department of
Labor.6 This metric shows that all tested sys-
tems have a significant and consistently better per-
formance when presented with pro-stereotypical
assignments (e.g., a female nurse), while their
performance deteriorates when translating anti-
stereotypical roles (e.g., a male receptionist).
For instance, Figure 2 depicts Google Trans-
late absolute accuracies on stereotypical and non-
stereotypical gender roles across all tested lan-
guages. Other tested systems show similar trends.

3.3 Fighting Bias with Bias

Finally, we tested whether we can affect the
translations by automatically creating a version
of WinoMT with the adjectives “handsome” and
“pretty” prepended to male and female entities, re-
spectively. For example, the sentence in Figure 1
will be converted to: “The pretty doctor asked the
nurse to help her in the operation”. We are inter-
ested in evaluating whether this “corrects” the pro-
fession bias by mixing signals, e.g., while “doc-

6https://www.bls.gov/cps/cpsaat11.htm

tor” biases towards a male translation, “pretty”
tugs the translation towards a female inflection.
Our results show that this improved performance
in some languages, significantly reducing bias in
Spanish, Russian, and Ukrainian (see Table 4).
Admittedly, this is impractical as a general debi-
asing scheme, since it assumes oracle coreference
resolution, yet it attests to the relation between
coreference resolution and MT, and serves as a fur-
ther indication of gender bias in MT.

3.4 Human Validation

We estimate the accuracy of our gender bias evalu-
ation method by randomly sampling 100 instances
of all translation systems and target languages, an-
notating each sample by two target-language na-
tive speakers (resulting in 9,600 human annota-
tions). Each instance conformed to a format sim-
ilar to that used by our automatic gender detec-
tion algorithm: human annotators were asked to
mark the gender of an entity within a given target-
language sentence. (e.g., see “el doctor” as high-
lighted in the Spanish sentence in Figure 1). By
annotating at the sentence-level, we can account
for both types of possible errors, i.e., alignment
and gender extraction.

We compare the sentence-level human anno-
tations to the output of our automatic method,
and find that the levels of agreement for all lan-
guages and systems were above 85%, with an
average agreement on 87% of the annotations.
In comparison, human inter-annotator agreement
was 90%, due to noise introduced by several inco-
herent translations.

Our errors occur when language-specific id-
iosyncrasies introduce ambiguity to the morpho-
logical analysis. For example, gender for certain
words in Hebrew cannot be distinguished without


