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® Sequence labeling: from x)..xn, predict tags yi..yn

® Named entity recognition:
an example of span recognition

® BIO tags allow treatment as a sequence labeling problem
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More span labeling tasks
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° Syntactlc chunklng
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® Biological entities

spc  [celtype] (anat]

Characterization of undifferentiated human ES cells and differentiated EBs by antibodiesAll monocloni
initially selected for their abilities to recognize recombinant proteins in direct ELISAs.

A subset were also tested by Western Blot analysis using recombinant proteins and cell lysate to conl
epitope.

The best clone was later screened for its applications for immunocytochemistry and flow cytometry us

B8  (enatomy (component) (spe EB8 Gene]
Human peripheral blood platelets were used for screening mouse anti-human CD9 antibody.
[ciing N fgene)  [geneor protein]
MCEF-7 cells were used for screening mouse anti-human E-Cadher'n and PODXL (podocalyxin-ike) ar
BB @0 (e  (geneorprowm)

MG-63 cells were used for screening mouse anti-human GATA1 (GATA binding protein 1) antibody.

5 http://brat.nlplab.org/examples.html




What'’s a part-of-speech (POS)?
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® Syntax = how words compose to form larger meaning-
bearing units

® POS = syntactic categories for words
® Approximately:You could substitute words within a class

and have a syntactically valid sentence. «Q\/Q/
® Give information how words can combine. rHAQ ;j
Bk st Toan Ao greeq X Sor T o

® |saw theg Sos S ?/\%ﬁ
® | saw the cat

® | saw the ﬁa‘ble, sky, dream, school, anger, ...}

® (Phrasal/constituent categories generalize this idea.
POS tags are constrained to single words.)



Open vs closed classes

Guheat

Open class (lexical) words

===

Verbs

N\

Comm

cat / cats
Sho

Malp.

see

registered

Closed g!gs (functional)
— ——

rminers e some )
._% 7 \_/ ) /

Conj ions and or
W (N

o

had

=

can / §

NN

Vi
/4

Adjectives old older oldest
Adverbs slowly
N

Numbers . more
122,312

one

7

Prepositions to with

Particles

off up

Pronouns

e

he its

—

Interjections  Ow E}/

.. more

ey e ey

slide: Chris Manning



Why do we want POS!?

® Useful for many syntactic and other NLP

tasks.

® Phrase identification (“chunking”)
® Named entity recognition

® Full parsing

® Sentiment

® Especially when there’s a low amount of
training data

® Rule-based methods to assemble candidate
phrases for later downstream processing



POS patterns: sentiment

® Turney (2002): identify bigram phrases, from unlabeled
corpus, useful for sentiment analysis.

Table 1. Patterns of tags for extracting two-word
phrases from reviews.

First Word Second Word  Third Word

(Not Extracted)
N or NN ~anything
,RBR, or not NN nor NNS EE—
RBS
not NN nor NNS
NN or NNS JJ not NN nor NNS
5. RB,RBR,or VB, VBD, anything

RBS VBN, or VBG

d

(plus PMI to sentins)
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POS patterns: sentiment

® Turney (2002): identify bigram phrases, from unlabeled

Table 1. Patter or extracting two-word
phrases iews.
/ irst Word  Second Word  Third Word
(Not Extrasted)
1 NN or NNS anything

2l RB,RBR,or 1
RBS

1 1
Nor NNS JJ

SNk

,RBR,or VB, VBD,
VBN, or VBG

not NN nor NN

not NN nor NNS
not NN nor NN
anything

gy ret

d

(plus PMI to sentiment seed words)

e

9

corpus, useful for sentiment analysis.

Table 2. An example of the processing of a review that

the author has classified as recommended.®

Ex?a(ted Phr\asi Part-of-Speech ~ Semantic
Tags Orientation

online experienc JJ NN 2.253

w fees JJ NNS 0.333
ocal branch JJ NN 0.421
small part JJ NN 0.053
online service JJ NN 2.780
printable version JJ NN -0.705
direct deposit JJ NN 1.288
well other RB JJ 0.237
inconveniently RB VBN -1.541
located
other bank JJ NN -0.850
true service JJ NN [ -0.732




POS patterns: simple noun phrases

® Quick and dirty noun phrase identification
(Justeson and Katz 1995, Handler et al. 2016)

® PBaseNP =
e PP =
@ =g e @K‘V\W %WW

e NP = gaseNP PP*

Grammatical structure: Candidate strings are those multi-word noun phrases that
are specified by the regular expression ((4 | N)* | (A | N)*(NP)")(4 | N)*)N,

7~
ag Pattern Example

1‘@ linear function

N regression coefficients

AAN Gaussian random variable
ANN cumulative distribution function
NAN mean squared error

NNN class probability function

“ | NPN degrees of freedom

were used by Justeson and Katz to identify likely collocations among frequently
occurring word sequences.
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Congressional bills

(Top terms, ranked by relative log-odds z-scores)

/2
Uni. i and, deleted, health, mental, domestic, inserting, grant, programs, prevention, violence, program.
Dem. triking, education, forensic, standards, juvenile, grants, partner, science, research

A}

Uni. /any, offense, property, imprisoned, whoever, person, more, alien, knowingly, officer, not, united,
Rep. / intent, commerce, communication, forfeiture, immigration, official, interstate, subchapter

NPs
Dem.

NPs
Rep.




Uni.

Dem.

Uni.
Rep.

NPs

Dem.

NPs
Rep.

Congressional bills

(Top terms, ranked by relative log-odds z-scores)

and, deleted, health, mental, domestic, inserting, grant, programs, prevention, violence, program.
striking, education, forensic, standards, juvenile, grants, partner, science, research

any, offense, property, imprisoned, whoever, person, more, alien, knowingly, officer, not, united,
intent, commerce, communication, forfeiture, immigration, official, interstate, subchapter

mental health, juvenile justice and delinquency prevention act, victims of domestic violence,
child support enforcement act of u.s.c., fiscal year, child abuse prevention and treatment act,
omnibus crime control and safe streets act of u.s.c., date of enactment of this act,

violence prevention, director of the national institute, former spouse,

section of the foreign intelligence surveillance act of u.s.c., justice system, substance abuse
criminal street gang, such youth, forensic science, authorization of appropriations, grant progran




Uni.

Dem.

Uni.
Rep.

NPs

Dem.

NPs
Rep.

Congressional bills

(Top terms, ranked by relative log-odds z-scores)

and, deleted, health, mental, domestic, inserting, grant, programs, prevention, violence, program.
striking, education, forensic, standards, juvenile, grants, partner, science, research

any, offense, property, imprisoned, whoever, person, more, alien, knowingly, officer, not, united,
intent, commerce, communication, forfeiture, immigration, official, interstate, subchapter

mental health, juvenile justice and delinquency prevention act, victims of domestic violence,

ild support enforcement act of u.s.c., fiscal year, child abuse prevention and treatment act,
omnibus crime control and safe streets act of u.s.c., date of enactment of this act,
violence prevention, director of the national institute, former spouse,
section of the foreign intelligence surveillance act of u.s.c., justice system, substance abuse
criminal street gang, such youth, forensic science, authorization of appropriations, grant progran

special maritime and territorial jurisdiction of the united states, interstate or foreign commerce,
federal prison, section of the immigration and nationality act,

electronic communication service provider, motor vehicles, such persons, serious bodily injury,
controlled substances act, department or agency, one year, political subdivision of a state,

civil action, section of the immigration and nationality act u.s.c., offense under this section,
five years, bureau of prisons, foreign government, explosive materials, other person




How to build a POS tagger?

® Sources of information:

® POS tags of surrounding words:

“syntactic context @

® The word itself
————

—CRF

® Features, etc.!

Word-internal information <— Classifier
Features from surrounding words

External lexicons
® Embeddings, NN states

e

[BERT/ELMO may be sufficient alternatives to sharing contextual information]




Sequence labeling

® Seq. labeling as classification:
Each position m gets an independent classification,
as a log-linear model.

dvyv‘ﬂ?(
P(Ym |§w1 wnb

argmaXHTf (w,m)

f(w can ish, m “;L) @ they N Kf‘ ﬁ
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Sequence labeling

® Seq. labeling as classification:
Each position m gets an independent classification,
as a log-linear model.

p(ym | w1 wn)
argmax 0" f((w,m),y)
Y

f((w = they can fish,m = 1),N) =(they, N)
f((w = they can fishym = 2),V) =(can, V)
f((w = they can fish,m = 3), V) =(fish, V).

® But syntactic (tag) context is sometimes
necessary!






® Seq. labeling as log- Imeaqu% tlon
argmax @

g = o f(ws. M, Y1:M)
gt = N =P %\r‘%} @ F(
® Example: the Hidden Markov model
[p(wa}") = H (ye | ye—1)p(we |y /1/\ Ab\%\g
o L oy

t
® Efficiently supports operations via dynamic

?(\// )) programming because of local 9 CM /l/\>) /V]

(Markowan) assumptions

) @G :g Likelihood (generative model) g(w W>:;

® Forward algorithm

Q) W@ [ w): Predicted sequence (* decod@
Viterbi algorithimm— (N /J/N>

° P()'m | vl) Predicted tag marginals (N)/U /AD )
® Forward-Backward algorithm ‘-
® Supports EM for unsupervised HMM learning 7 ?
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