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Announcements

e |'ll| do OH tomorrow 10am-11am - at the
usual course zoom link



Recurrent neural networks

ho h1 hz h3
\\ \ \ ‘.
\\ wl\\ 332\\ 233 \
\ \

b b $w3

Figure 6.1: The recurrent neural network language model, viewed as an “unrolled” com-
putation graph. Solid lines indicate direct computation, dotted blue lines indicate proba-
bilistic dependencies, circles indicate random variables, and squares indicate computation

nodes.

¢ |dea: extend a feedforward net to sequential data by

iterating an NN at each position.

e T[heoretically, an RNN can learn any update function.

(Represent any Turing machine!)

[Diagram: Jacob Eisenstein]



Recurrent neural networks
g

hm: hidden state \ 5'51 . w? < wS \

at position m é we 493 Wo é w3

dw: word embedding

W ) _ eXp(Ime—l—l ) hm)
. Zw’EV eXp(IBw’ . hm)

Elman (“vanilla”) BNN unit: RNN(z,,, hp—1) = g(Ohpy_1 + x,)

T 2wl =RNN(Zp, B1) PWmt1 | w1, wa, . . .,

¢ [s this Markovian?
e \WVhat sort of information could hm contain?
e Hyperparameter: hm, Bw length K.

4 [Diagram: Jacob Eisenstein]
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Capturing Long Range Dependencies

If an RNN Language Model is to outperform an n-gram model it
must discover and represent long range dependencies:

p(sandcastle | Alice went to the beach. There she built a)

While a simple RNN LM can represent such dependencies In
theory, can it learn them?
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[Slide: Phil Blunsom]



https://github.com/oxford-cs-deepnlp-2017/lectures/blob/master/Lecture%25204%2520-%2520Language%2520Modelling%2520and%2520RNNs%2520Part%25202.pdf

RNNs: Exploding and Vanishing Gradients

Consider the path of partial derivatives linking a change in costs to
changes in hy:

h, = g(V]xp; hp—1] + ¢)

pn = softmax(Wh, + b)
\4
\4
Ch == hy = hs FrF—(C h )
dcosty ~ Ocosty Opsy Ohy Oh3z Ohy
0 hq ~ Opa Ohsg Ohz Ohy Ohy

[Slide: Phil Blunsom]



https://github.com/oxford-cs-deepnlp-2017/lectures/blob/master/Lecture%25204%2520-%2520Language%2520Modelling%2520and%2520RNNs%2520Part%25202.pdf

RNNs: Exploding and Vanishing Gradients

Consider the path of partial derivatives linking a change in costy
to changes in hy:
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https://github.com/oxford-cs-deepnlp-2017/lectures/blob/master/Lecture%25204%2520-%2520Language%2520Modelling%2520and%2520RNNs%2520Part%25202.pdf




Recurrent neural networks

hq h1 h2 h3
hm: hidden state \ 5’51\ w?\ wS \

at position m é % é
w1 (10)) ws

dw: word embedding

X W, ) hm
w'eV w' * om

Elman (“vanilla”) BNN unit: RNN(z,,, hp—1) = g(Ohpy_1 + x,)

i1 =o(@"=2Np L@@ N+ by) forget gate
Alternative RNN unit: a -d unit i1 =0(©@" VR, + @@y, 1+ by) input gate
émy1 =tanh(@"9p, + @W=)g, 1) update candidate
. Crntl =Fm+1 © € + tmt1 © Cmt1 memory cell update
Most common: LSTM omer =o(@"h, + O s | +b)  output gate
Rl =0m+1 © tanh(cp,y1) output.
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LSTM RNN (Long short-term memory)

® Goals:

® |[.Beableto” " for longer distances
o ) during training

® Augment individual timesteps with a number of specialized vectors and

gating functions. (There are alternative gated RNNs, but at this point LSTM
has won.)

® LSTM RNNs are ~now! ~recently! a common baseline NN model in NLP

® Main state ® Update system
® ¢: Memory cell ® ¢g: proposed new cell
e h: Hidden state o f,i, o: Forget, Input, Output gates

control acceptance of g into new cell & state
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Christopher Olah: Understanding LSTM Networks
colah.github.io/posts/2015-08-Understanding-LSTMs/
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Character LMs comparison: LSTM vs. N-Gram

PANDARUS:

Alas, I think he shall be come approached and the day
When little srain would be attain'd into being never fed,
And who is but a chain and subjects of his death,

I should not sleep.

Second Senator:

They are away this miseries, produced upon my soul,
Breaking and strongly should be buried, when I perish
The earth and thoughts of many states.

First Citizen:

Nay, then, that was hers,

It speaks against your other service:
But since the

youth of the circumstance be spoken:
Your uncle and one Baptista's daughter.

SEBASTIAN:
Do I stand till the break off.

BIRON:
Hide thy head.

VENTIDIUS:

He purposeth to Athens: whither, with the vow

I made to handle you.
—_hup//karpathy.github.iof2015/05/2tfrhn-effectiveness
http://nbviewer.jupyter.org/gist/yoavg/d76121dfde26 18422139



http://karpathy.github.io/2015/05/21/rnn-effectiveness/
http://nbviewer.jupyter.org/gist/yoavg/d76121dfde2618422139

Structure awareness

Cell sensntlve to posmon in line:

ERNG) BRIEEIOISISEIngociithie "Berezina lies in the TfackE
ﬂ@WUbitably proved the fallacy of all the plans for
enemy's retreat and the soundness of the only possible
-the one Kutuzov and the general mass of the army

to follow the enemy up. The French crowd fled
ARGENaY il SEOEEsIieteldiNaind all its energy was directedias
reach ¢ , led like a wounded animal and it was impossible

= () e ; I AT I was shown not so much by the arrangements it
what took place at the bridges. When the bridges
ldiers, people from Moscow and women with children
NSOt AN~ carried on by vis inertiae--
ats and into the ice-covered water and did not,

Cell that turns on inside quotes:

Cell that robustly activates inside if statements:

http://karpathy.github.io/2015/05/2 | /rnn-effectiveness/



http://karpathy.github.io/2015/05/21/rnn-effectiveness/

can we use language models
to produce word embeddings®

Deep contextualized word representations. Peters et al., NAACL 2018



Contextual Representations

e Problem: Word embeddings are applied in a
context free manner

open a bank account on the river bank

feeomt 0 e thervers

(0.3, 0.2, -0.8, ..]

e Solution: Train contextual representations on text
COrpus

(0.9, -0.2, 1.6, ..] [-1.9, -0.4, 0.1, ..]

T T

open a bank account on the river bank



History of Contextual Representations

e Semi-Supervised Sequence Learning, Google,
2015

Train LSTM Fine-tune on
Language Model Classification Task
open a bank — — _> POSITIVE

T T ! !

LSTM > LSTM > LSTM > LSTM > LSTM > LSTM

! ! ! T T T

<s> open a very funny movie




History of Contextual Representations
e ELMo: Deep Contextual Word Embeddings, Al2 &

University of Washington, 2017

Train Separate Left-to-Right and Apply as “Pre-trained
Right-to-Left LMs Embeddings”
open a bank <s> open a Existing Model Architecture
! T ! ! ! !
LSTM | LSTM > LSTM LSTM |« LSTM [« LSTM T T T
! ! T ! ! !
<s> open a open a bank

T T T

open a bank



Deep bidirectional language model

...download new games or play  ?7?



Deep bidirectional language model
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Deep bidirectional language model
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Deep bidirectional language model
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Deep bidirectional language model
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Deep bidirectional language model
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Deep bidirectional language model
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Deep bidirectional language model

T
...download new games or play  ?7?



Use all layers of language model

T
gz
T ELMo
i R
embeddlngs from
> language models

play online via

O

=

=
|

games

I
-
T

or



Learned task-specific combination of layers

ELMo
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The biLM produces 2L + 1 intermediate representations:

_>
Ry ={x'M T L,]]\/I,%LM L)

={h;}' |j=0,...,L}

where hLM = xﬁM is the token layer and
hiM — [_>£y b EM], for each biLSTM layer.

ELMo: A task specuflc combination of these features:

ELMOtask (Rk7 @task _ task Z taskhLM.

where s?%* are softmax-normalized weights and ~

scaling parameter.
27

task i

S d



The biLM produces 2L + 1 intermediate representations:

_>
Ry ={x'M T L’]]\/_I,iLM L)

={h;}' |j=0,...,L}

where hLM = xﬁM is the token layer and
hiM — [_ﬁgy b EM], for each biLSTM layer.

ELMo: A task specuflc combination of these features:

7 layer weights

task taskhy. LM
Y Z|3j k‘hk,j-

j=0

ELMOtask (Rk7 @task)

task task i

where s are softmax-normalized weights and ~ S a

scaling parameter.
28



Contextual representations

ELMo representations are contextual —
they depend on the entire sentence In
which a word Is used.

how many different embeddings does
-l Mo compute for a given word?




how to use ELMo in NLP tasks?

out = softmax(W; - z,)

II 20 =f(Wa-z1)
l z1 = f(W1 - av)
I n p

av — —

What additional
parameters do we
add to our model

when using ELMo"

n

/7 NN

a reall% good 5 ook E
C1 Co | ELMo | C3




ELMo improves NLP tasks

INCREASE
TASK PREVIOUS SOTA OUR ELMO + (ABSOLUTE/
BASELINE BASELINE RELATIVE)
SQuAD | Liu et al. (2017) 84.4 || 81.1 85.8 4.7 124.9%
SNLI Chen et al. (2017) 88.6 || 88.0 88.7+0.17 0.7/5.8%
SRL He et al. (2017) 81.7 || 81.4 84.6 32/17.2%
Coref Lee et al. (2017) 67.2 || 67.2 70.4 3.2/9.8%
NER Peters et al. (2017) 91.93 +0.19 || 90.15 9222 +£0.10 2.06/21%
SST-5 McCann et al. (2017) 53.7 || 51.4 54.7 £ 0.5 3.3/6.8%




