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Best of N

• The simplest alignment baseline


• Uses separate, pretrained LM and reward functions


• At decoding time: take N samples from the base model.  Choose highest-
reward output.
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RLHF Decreases Output Diversity

Exploring Precision and Recall to assess the quality and 
diversity of LLMs (Le Bronnec et al., ACL 2024; https://
arxiv.org/pdf/2402.10693)

https://en.wikipedia.org/
wiki/Precision_and_recall

All the 
correct 
answers

Predicted 
answers

https://arxiv.org/pdf/2402.10693
https://arxiv.org/pdf/2402.10693


Large Reasoning Model (LRM)



Chain of Thought

Chain-of-Thought Prompting Elicits Reasoning in Large Language Models (Wei et al., NeurIPS 2022; https://arxiv.org/pdf/2201.11903)



Chain of Thought
• Meta-analysis of 100 papers using CoT   

[Left: diff. in performance for one (LLM, task) pair]

Sprague et al., ICLR 2025, "To CoT or not to CoT? Chain-of-thought helps mainly on math and symbolic reasoning."
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ABSTRACT

Chain-of-thought (CoT) via prompting is the de facto method for eliciting reason-
ing capabilities from large language models (LLMs). But for what kinds of tasks
is this extra “thinking” really helpful? To analyze this, we conducted a quantitative
meta-analysis covering over 100 papers using CoT and ran our own evaluations of
20 datasets across 14 models. Our results show that CoT gives strong performance
benefits primarily on tasks involving math or logic, with much smaller gains on
other types of tasks. On MMLU, directly generating the answer without CoT leads
to almost identical accuracy as CoT unless the question or model’s response con-
tains an equals sign, indicating symbolic operations and reasoning. Following this
finding, we analyze the behavior of CoT on these problems by separating plan-
ning and execution and comparing against tool-augmented LLMs. Much of CoT’s
gain comes from improving symbolic execution, but it underperforms relative to
using a symbolic solver. Our results indicate that CoT can be applied selectively,
maintaining performance while saving inference costs. Furthermore, they suggest
a need to move beyond prompt-based CoT to new paradigms that better leverage
intermediate computation across the whole range of LLM applications 1 .

Figure 1: Left: meta-analysis of CoT literature; each point is a reported delta of CoT over direct
answering for some (LLM, task) pair. Right: average performance of using zero-shot CoT v.s. di-
rect answer prompts across five general reasoning categories, covering 20 datasets with 14 LLMs
evaluated on each. In both sets of results, math and other kinds of symbolic reasoning are the do-
mains that consistently see substantial improvements from CoT (red dotted line indicates the mean
improvement from CoT across experiments).

1Our code can be found at https://github.com/Zayne-sprague/To-CoT-or-not-to-CoT.
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Table 1: A few categories for experimental comparisons. Full list in Appendix B.

Category Description
Symbolic and algorithmic Tasks involving symbol manipulation which can be solved by executing a

program. This includes entity tracking datasets (e.g., SCONE, Coin Flip)
and algorithmic tasks (e.g., BBH word sorting or finding shortest paths in a
graph).

Math Tasks requiring mathematical reasoning, from grade-school math to ad-
vanced mathematics, including physics questions.

Logical reasoning Tasks designed to test for logical reasoning, whether deductive (Saparov
& He, 2023, PrOntoQA), inductive (Bowen et al., 2024) or analogical (Ma
et al., 2024) reasoning, including syllogisms and logical puzzles.

Encyclopedic knowledge Tasks requiring expert-level in-depth knowledge beyond mere common-
sense, usually in an open-book setting.

Mixed datasets Datasets containing a variety of tasks, such as BIG-Bench Hard (BBH) or
MMLU.

. . . . . .

3 RESULTS FROM THE LITERATURE

Criteria and Process We investigate all papers from ICLR 2024, a representative ML venue, and
two representative NLP venues, EACL 2024 and NAACL 2024 (including Findings and Workshop
papers). This resulted in 4,642 papers total that filtered using automatic and manual methods to
papers including experiments comparing chain-of-thought, Icot, against direct answering prompts,
Idirect. A total of 110 papers were found that matched our criteria with 1,218 experimental com-
parisons. We then grouped the comparisons by the types of tasks and datasets being evaluated.
More details on our automatic and manual filtering, as well as our categorization, can be found in
Appendix A and B.

Results Figure 2 shows the distribution of CoT deltas (CoT prompt minus the direct answer
prompt performance) across our categorization of different task types found in the literature. Com-
pared to Figure 1, we take the mean results per paper per category, indicated by blue dots, showing
the trend across papers in the literature. The categories are ranked in order of ascending median
CoT delta. The three categories which benefited the most from CoT are symbolic reasoning, math,
and logical reasoning, with average improvements of 14.2, 12.3, 6.9, respectively. Average perfor-
mance on these top three tasks with CoT was 56.9, whereas performance without CoT was 45.5.
For other categories, the average performance with CoT was 56.8, compared to 56.1 without CoT.
We do not consider this small improvement a victory for CoT. CoT involves more computation than
direct answering, and a truly fair comparison between the methods should match the compute of the
two methods, e.g., ensembling across multiple prompts.

Do any non-math datasets benefit from CoT? On the right side of Figure 2, we show the top
10 outliers from our observed trend, namely papers with high CoT deltas averaged across experi-
ments in tasks other than math, symbolic, or logical reasoning. Although not categorized as math
or logic, several of these are related to logical, mathematical or symbolic reasoning in some way.
From this list, the dataset which benefits the most most from CoT is BIG-bench Hard (BBH) (Suz-
gun et al., 2023), a benchmark consisting largely of problems requiring algorithmic, arithmetic or
logical reasoning. For instance, BIG-bench Navigate is a spatial reasoning task, but relies heavily
on a mathematical primitive of counting steps taken to derive a final conclusion. Similarly, while
BIG-bench Temporal is a temporal reasoning task (answering questions about when certain events
could have occurred), it requires deductive reasoning to solve. In addition, Legal Argument Reason-
ing (SemEval-2024 Task 5) (Bongard et al., 2022) was categorized as context-aware QA, but also
requires substantial reasoning ability. Finally, MMLU-Moral Scenarios (Hendrycks et al., 2021a)
requires answering two independent questions at once, which essentially involves a symbolic com-
bination of two simpler questions.
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Le#er, Coin

(5) Moral Scenarios

(2) Internal dialogue dataset

GSM8k

(4) BIG-bench Navigate

E-KAR

(3) ScienceQA

(7) Legal Argument Reasoning

PoliMfact, Gossipcop, CoAID

(1) BBH

(9) BIG-bench Epistemic

HotpotQA

(6) Verbalized confidence

(10) BIG-bench Temporal

(8) Commitment Bank

Figure 2: Results from our meta-analysis (grey dots) aggregated by paper and category (blue dots).

There are a few outliers that less clearly follow the trend. ScienceQA (Lu et al., 2022) consists
of multiple choice questions across a range of natural and social science disciplines, though it is
hard to interpret gains without knowing breaking down performance by subject or question type.
The dialogue evaluation dataset from Jia et al. (2024) sees large improvements with CoT, but this
is a proprietary dataset, and we note that other essay scoring results in our meta-analysis (Li et al.,
2024; Stahl et al., 2024) did not show improvements with CoT. Other non-math, symbolic or logical
datasets that benefit from CoT are Commitment Bank (de Marneffe et al., 2019) and the task of
eliciting verbalized confidence (Xiong et al., 2024). Nevertheless, these are exceptions to the rule.
The majority of the reported benefits from using CoT in the NLP and ML literature comes from
math or math-related tasks.

4 RESULTS FROM EXPERIMENTS

4.1 EXPERIMENTAL SETUP

Dataset, Models, Prompts All datasets, models, and prompts we evaluate over can be found in
detail in the tables 3, 4, and 5 of Appendix C. We restricted our experiments to English models
commonly used and benchmarked on general reasoning datasets. Our datasets include those which
are widely used in CoT and reasoning literature, including a mix of non-symbolic, semisymbolic,
and symbolic reasoning. They span different formats, including multiple-choice, short-answer, and
free-response; however, most of these datasets are multiple choice or short answer, as CoT is not
typically used in long-form response settings. We also categorize each dataset into a larger category
of reasoning required to solve it: Commonsense, Knowledge, Symbolic, Mathematical, and Soft
Reasoning. We define Soft Reasoning as questions relying on commonsense and natural language
but going beyond simple inferences about these statements. Finally, we explore several prompting
strategies for eliciting reasoning from language models, as past work has emphasized the importance
of the prompt (Yang et al., 2024). However, we generally found slight performance differences; see
Appendix D for details. We therefore focus on prompts similar to Kojima et al. (2022) and Wei et al.
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• Demonstrating planning vs execution in prompts
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Figure 4: CoT deltas between MMLU and MMLU Pro performance when a question or generated
response contains an “=” (With =) or not (Without =). We filter out any questions that do not result
in a final answer (degeneration, etc.). CoT primarily helps on the pairs of questions and generations
that contain an “=”, which indicates math-related questions.

Figure 5: Prompt variants that separate planning and execution for GSM8K. For all prompt variants
besides direct answer and CoT (not shown), we few-shot prompt an LLM to first generate a Python
program as a solution plan. For Plan + Direct Solver, the LLM is prompted to directly give an
answer from the plan; for Plan + CoT Solver, the LLM is prompted to solve the plan step-by-step
with CoT and give an answer; for Plan + Tool Solver, we feed the plan into a Python interpreter.

By separating planning and execution in this way, we can test how much a language model can gain
from only having a plan, to having a plan and solving it with CoT, or to having a plan and then
solving it with an external symbolic solver. Given a plan Splan ⇠ Im

planning(q), we compare the
performance of the settings below to evaluate at which stage LM is most effective and falls short.

5.1 SETTINGS EVALUATED

Settings 1 and 2: Few-shot direct answer and CoT: We use the few-shot direct answer and CoT
prompts from Section 4.1 as baselines. Figure 5 includes an example of each setting on GSM8K.

Settings 3 and 4: Plan + Direct Solver and Plan + CoT Solver: Here we use inspiration from Xu
et al. (2024a) and generate a symbolic plan using the same strategy as Ye et al. (2023). Specifically,
we use a few-shot prompt Im

planning to generate a formal specification Splan that should be executable
by a symbolic solver. In the same prompt LMs are asked to solve their generated specification Splan

and derive the final answer ỹ ⇠ p(y | Ida(Splan)), either directly giving the answer after generating
the specification (Plan + Direct Solver) or providing step-by-step explanations and tracking of
intermediate steps for the derivation (Plan + CoT Solver). Particularly, Splan is a Python program
for math datasets, and is a set of first-order logic specifications for logical reasoning datasets.

8

Sprague et al., ICLR 2025, "To CoT or not to CoT? Chain-of-thought helps mainly on math and symbolic reasoning."

https://arxiv.org/abs/2409.12183


Published as a conference paper at ICLR 2025

Figure 6: Performance of prompt variants that separate planning and execution for math and logical
reasoning datasets. Despite outperforming direct answer for solving a formal plan and deriving the
final answer, CoT is still limited in performing symbolic computations: there is a large performance
boost from Plan + Tool Solver over CoT and Plan + CoT Solver on average across all models.

Setting 5: Plan + Tool Solver: We then evaluate how effective CoT can be at performing symbolic
computations compared with external symbolic solvers. Following prior work on augmenting LMs
with tools for math and logic questions (Ye et al., 2023; Pan et al., 2023; Gao et al., 2023; Chen
et al., 2023), we generate Splan the same way as in CoT Solver, but now feed in the plan into a
symbolic solver (Python interpreter or a SMT Solver), such that â = solve(Splan).

Evaluation Setup: We compare the performance of each setting on math (GSM8K) and logical
reasoning (ContextHub and FOLIO) datasets. We follow Gao et al. (2023) to include GSM8K-Hard,
a minimally modified version that replaces numbers of GSM8K with larger numbers, to account for
the possibility of recent LLMs overfitting GSM8K by data contamination (Zhang et al., 2024).

For Plan + Direct solver and Plan + CoT solver, we use the few-shot prompts from Ye et al. (2023).
For Plan + Tool solver, we use state-of-the-art tool-augmented prompting methods. Particularly, for
GSM8K, we use Program-aided Language Model (Gao et al., 2023, PAL) that executes the LM-
generated plan with a Python interpreter. For logical reasoning datasets, we use Satisfiability-Aided
Language Model (Ye et al., 2023, SatLM) that uses automated theorem prover Z3 (De Moura &
Bjørner, 2008) to solve the generated specifications. If the generated plan cannot be parsed by the
tool, we use random guessing when the question is multiple choice, and mark it incorrect otherwise.

5.2 EVALUATION RESULTS

Figure 6 shows the results across a representative selection of models. Detailed numerical results,
including the unparseable rates of model-generated plans, can be found in Appendix H.

When comparing direct answer with Plan + Direct solver and Plan + CoT solver, we note that for
many datasets and models, only having a plan does not account for most of the performance gain.
Compared with direct answer, CoT or Plan + CoT solver is needed for strong performance.
Tracking the execution with one of these methods gives the strongest accuracy benefit, espe-
cially for math-heavy datasets.
Despite their strength over direct answer and Plan + Direct solver, CoT and Plan + CoT solver are
dominated by Plan + Tool solver in most settings. LLMs are limited by their ability to execute
and track steps compared with symbolic solvers.

We argue that these results provide an explanation of why CoT helps on symbolic tasks. While all
tasks could feasibly benefit from a detailed description of how to solve each individual question (e.g.,
a plan in the context of this section), CoT only outperforms direct answer when these steps require
a substantial amount of tracing and computation. In these settings, we can see clear performance
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DeepSeek R1
How is a state-of-the-art LRM trained?



DeepSeek V3

• A large LLM with 671B


• Using Mixture of Expert 
Architecture

[Jan 2025, arxiv]

https://arxiv.org/abs/2501.12948


Reasoning
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LLM

Long CoT 1

Long CoT 2

Correct Answers
We Should 
Encourage the 
LLM to output 
more of this



Readability Issue
No supervision -> May not be readable

LLM

Long CoT 1

Long CoT 2

Correct Answers
We Should 
Encourage the 
LLM to output 
more of this



Challenges

• 1. Does not have process supervision/reward 
• CoT after RL is often not readable 
• RL is unstable 
• Expensive because CoT is long and model is large 

• 2. LRM also needs to handle the normal 
queries that do not need reasoning

19



DeepSeek R1 Training Pipeline
• Accuracy reward:


• Leetcode compiler 


• Rule-based answer checking


• Format reward:


• LLM to judge if the reasoning 
is inside the <think> tag

https://www.linkedin.com/pulse/understanding-
reasoning-llms-sebastian-raschka-phd-1tshc/?
trackingId=L4cJD57IRs2Pl2nUoLs%2FLw%3D%3D



Pure Reinforcement Learning

DeepSeek-R1: Incentivizing Reasoning Capability in LLMs via Reinforcement Learning (https://arxiv.org/pdf/2501.12948)

https://arxiv.org/pdf/2501.12948


Aha Moment



Longer is Better



• Compare to Tulu 3 (also 2024, from AI2; Lambert et al.)


• Heavy use of RL with Verified Rewards (RLVR) for instruction tuning


• ...but, they did not allow for overly long outputs—may have limited this 
type of reasoning-like behavior

https://arxiv.org/abs/2411.15124






Test-time Scaling Law

https://openai.com/index/learning-to-reason-with-llms/

Will explain this in 
more details in the 
future lectures



Reasoning -> Distant Supervision
No supervision

LLM

Long response 1

Long response 2

Correct Answers
We Should 
Encourage the 
LLM to output 
more of this



Tool Usage
• Tools could be a calculator, search engine, python program, joke generators, ….


• RAG

TOOLLLM: FACILITATING LARGE LANGUAGE MODELS TO MASTER 16000+ REAL-WORLD APIS (https://arxiv.org/pdf/2307.16789)

https://arxiv.org/pdf/2307.16789



