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• Nov 20: Midterm #2 

• Next two weeks are Thurs-only 
• Tu 11/4: no class for Election Day 
• Th 11/6: class like normal 
• Tu 11/11: no class for Veteran's Day 
• Th 11/13: class like normal
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Quiz: which ones have errors?

Bridget Moynahan is a actress who were 
born in April 28, 1971 at Binghamton, 

New York. She become best known with 
her role as …

Bridget Christie is an English stand-up 
comedian, actress and writer.

Bridget Moynahan was born in 
Binghamton, New York. (…) Born in 

Springfield, Massachusetts, …

Bridget Moynahan is an American 
actress, model and producer, best 

known for her roles in Grey’s Anatomy, I, 
Robot and Blue Bloods.

Input: Tell me a bio of Bridget Moynahan. 

[slide: Sewon Min]

https://www.sewonmin.com/assets/slides/FActScore.pdf


• Generation as tasks 
• Machine Translation  (text to text) 
• Summarization  (text to shorter text) 
• Other open-ended (KB to text, etc.) 
• ... 

• Evaluation challenge: no single answer!
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Machine Translation

5

Georges 
Artrouni's 
“mechanical 
brain”, a 
translation device 
patented in 
France in 1933. 
(Image from 
Corbé by way of 
John Hutchins)

http://www.hutchinsweb.me.uk/IJT-2004.pdf


• Hard problem!  issues include word order and word 
meaning  [J&M ch. 12]
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Machine Translation

• Exercise: Parallel data makes it possible to jointly learn 
alignments (attention) and cross-lingual word meanings  (e.g. in 
the IBM Models, Brown et al. 1989)

4 CHAPTER 12 • MACHINE TRANSLATION

to a friend, in which the preposition to is followed by its argument a friend. Arabic,
with a VSO order, also has the verb before the object and prepositions. By contrast,
in the Japanese example that follows, each of these orderings is reversed; the verb is
preceded by its arguments, and the postposition follows its argument.

(12.3) English: He wrote a letter to a friend
Japanese: tomodachi

friend
ni
to

tegami-o
letter

kaita
wrote

Arabic: katabt
wrote

risāla
letter

li
to

ṡadq
friend

Other kinds of ordering preferences vary idiosyncratically from language to lan-
guage. In some SVO languages (like English and Mandarin) adjectives tend to ap-
pear before nouns, while in others languages like Spanish and Modern Hebrew, ad-
jectives appear after the noun:

(12.4) Spanish bruja verde English green witch

(a) (b)

Figure 12.2 Examples of other word order differences: (a) In German, adverbs occur in
initial position that in English are more natural later, and tensed verbs occur in second posi-
tion. (b) In Mandarin, preposition phrases expressing goals often occur pre-verbally, unlike
in English.

Fig. 12.2 shows examples of other word order differences. All of these word
order differences between languages can cause problems for translation, requiring
the system to do huge structural reorderings as it generates the output.

12.1.2 Lexical Divergences
Of course we also need to translate the individual words from one language to an-
other. For any translation, the appropriate word can vary depending on the context.
The English source-language word bass, for example, can appear in Spanish as the
fish lubina or the musical instrument bajo. German uses two distinct words for what
in English would be called a wall: Wand for walls inside a building, and Mauer for
walls outside a building. Where English uses the word brother for any male sib-
ling, Chinese and many other languages have distinct words for older brother and
younger brother (Mandarin gege and didi, respectively). In all these cases, trans-
lating bass, wall, or brother from English would require a kind of specialization,
disambiguating the different uses of a word. For this reason the fields of MT and
Word Sense Disambiguation (Appendix G) are closely linked.

Sometimes one language places more grammatical constraints on word choice
than another. We saw above that English marks nouns for whether they are singular
or plural. Mandarin doesn’t. Or French and Spanish, for example, mark grammat-
ical gender on adjectives, so an English translation into French requires specifying
adjective gender.

The way that languages differ in lexically dividing up conceptual space may be
more complex than this one-to-many translation problem, leading to many-to-many
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mappings. For example, Fig. 12.3 summarizes some of the complexities discussed
by Hutchins and Somers (1992) in translating English leg, foot, and paw, to French.
For example, when leg is used about an animal it’s translated as French patte; but
about the leg of a journey, as French etape; if the leg is of a chair, we use French
pied.

Further, one language may have a lexical gap, where no word or phrase, shortlexical gap

of an explanatory footnote, can express the exact meaning of a word in the other
language. For example, English does not have a word that corresponds neatly to
Mandarin xiào or Japanese oyakōkō (in English one has to make do with awkward
phrases like filial piety or loving child, or good son/daughter for both).

etape patte

jambe pied

   paw

        footleg
JOURNEY ANIMAL

HUMAN CHAIR

ANIMAL

BIRD

HUMAN

Figure 12.3 The complex overlap between English leg, foot, etc., and various French trans-
lations as discussed by Hutchins and Somers (1992).

Finally, languages differ systematically in how the conceptual properties of an
event are mapped onto specific words. Talmy (1985, 1991) noted that languages
can be characterized by whether direction of motion and manner of motion are
marked on the verb or on the “satellites”: particles, prepositional phrases, or ad-
verbial phrases. For example, a bottle floating out of a cave would be described in
English with the direction marked on the particle out, while in Spanish the direction
would be marked on the verb:

(12.5) English: The bottle floated out.
Spanish: La

The
botella
bottle

salió
exited

flotando.
floating.

Verb-framed languages mark the direction of motion on the verb (leaving theverb-framed
satellites to mark the manner of motion), like Spanish acercarse ‘approach’, al-
canzar ‘reach’, entrar ‘enter’, salir ‘exit’. Satellite-framed languages mark thesatellite-framed
direction of motion on the satellite (leaving the verb to mark the manner of motion),
like English crawl out, float off, jump down, run after. Languages like Japanese,
Tamil, and the many languages in the Romance, Semitic, and Mayan languages fam-
ilies, are verb-framed; Chinese as well as non-Romance Indo-European languages
like English, Swedish, Russian, Hindi, and Farsi are satellite framed (Talmy 1991,
Slobin 1996).

12.1.3 Morphological Typology
Morphologically, languages are often characterized along two dimensions of vari-
ation. The first is the number of morphemes per word, ranging from isolatingisolating

languages like Vietnamese and Cantonese, in which each word generally has one
morpheme, to polysynthetic languages like Siberian Yupik (“Eskimo”), in which apolysynthetic

single word may have very many morphemes, corresponding to a whole sentence in
English. The second dimension is the degree to which morphemes are segmentable,
ranging from agglutinative languages like Turkish, in which morphemes have rel-agglutinative

atively clean boundaries, to fusion languages like Russian, in which a single affixfusion



7

lat ion  is, of course, m ore com plicated: 
First , on ly 2 of th e 27 Cen tauri words were

am biguous, wh ereas in  n atural lan guages such
as En glish , alm ost all words are am biguous. 

Secon d, sen ten ce len gth  was un ch an ged in
all bu t  on e of th e tran slation s; in  real tran sla-
t ion , th is is rare. 

Th ird , th e ext raterrest rial sen ten ces were
m u ch  sh orter th an  typ ical n atu ral lan gu age
sen ten ces. 

Fourth , words are tran slated differen tly de-
pen din g on  con text . Th e tran slat ion  m eth od
on ly used Cen tauri word-pair coun ts for con -
text , p referrin g “wiwok rarok...” over “erok
rarok.…” However, resolvin g lexical am biguity
in  gen eral requires a m uch  wider con text an d,
often , soph ist icated reason in g as well. 

Fifth , ou tput word order sh ould  be sen sit ive
to in put word order. Our m eth od could n ot de-
cide between  ou tpu t  “Joh n  loves Mary” an d
“Mary loves Joh n ,” even  th ou gh  on e of th e
two is likely to be a terrible tran slation . 

Sixth , th e data seem ed to be cooked: Drop
out sen ten ce pairs 8 an d 9, for exam ple, an d
we would n ot be able to sett le on  align m en ts
for th e rem ain in g sen ten ces. Man y such  align -
m en ts wou ld  be p ossib le, com p licat in g ou r
tran slation  diction ary. 

Seven th , our m eth od does n ot allow for an y
ph rasal d ict ion ary en tries (for exam ple, anok
plok = pippat rrat), alth ough  h um an  tran slators
m ake exten sive use of such  diction aries. 

Th e list  goes on : W h at  abou t  p ron ou n s?
W h at  abou t  in flect ion al m orph ology? W h at
abou t  st ructu ral am bigu ity? Wh at  abou t  do-
m ain  kn owled ge? W h at  abou t  th e scop e o f
n egation ? 

However, ou r ext raterrest rial exam ple was
realist ic in  on e respect: It  was actually an  exer-
cise in  Span ish -En glish  tran slation ! Cen tauri is
m erely En glish  in  ligh t  d isguise—for erok, read
his; for sprok, read associates; an d so on . Span -
ish  an d Arcturan  are also th e sam e. Here is th e
real bilin gual train in g corpus:

1a. Garcia an d associates.
1b. Garcia y asociados.

2a. Carlos Garcia h as th ree associates.
2b. Carlos Garcia t ien e tres asociados.

3a. h is associates are n ot stron g.
3b. sus asociados n o son  fuertes.

4a. Garcia h as a com pan y also.
4b. Garcia tam bien  t ien e un a em presa.

5a. its clien ts are an gry.
5b. sus clien tes están  en fadados.

6a. th e associates are also an gry.
6b. los asociados tam bien  están  en fadados.

7a. th e clien ts an d th e associates are en em ies.
7b. los clien tes y los asociados son  en em igos.

8a. th e com pan y h as th ree groups.
8b. la em presa t ien e tres grupos.

9a. its groups are in  Europe.
9b. sus grupos están  en  Europa.

10a. th e m odern  groups sell stron g ph arm aceuti-
cals.
10b. los grupos m odern os ven den  m edicin as
fuertes.

11a. th e groups do n ot sell zan zan in e.
11b. los grupos n o ven den  zan zan in a.

12a. th e sm all groups are n ot m odern .
12b. los grupos pequeñ os n o son  m odern os. 

If you  don ’t  kn ow Span ish  (even  if you  do),
you  can  con gratu late yourself on  h avin g tran s-
lated th e n ovel sen ten ce “la em presa t ien e en -
em igos fuertes en  Europa” (13b) as “th e com -
pan y h as stron g en em ies in  Europe” (13a). Had
you n ot flipped th e order of ghirok an d enem ok,
your tran slation  would h ave been  worse: “Th e
com pan y h as en em ies stron g in  Europe.” Like-
wise, you  tran slated “sus grupos pequeñ os n o
ven den  m edicin as (14b) as “its sm all groups do
n ot sell ph arm aceuticals” (14a). Th e curiously
un tran slatable Cen tauri word crrrok was actual-
ly th e En glish  word do; “do n ot sell” tran slates
to “n o ven den .” 

With out relyin g on  lin gu ist ic ph rase struc-
ture an d real-world  kn owledge, you  were able
to learn  en ough  about En glish  an d Span ish  to

Articles

WINTER 1997   87

wiwok

nok
yorok

hihok

clok

.

crrrok

rarok

Figure 5. An Attem pt to Put a Group of Centauri W ords in the Right Order.
Arrows represen t previously observed word pairs from  figure 4.
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exercise "solution"



Summarization
• Take in long document(s), output shorter 

summarization 

• Major paradigms 
• Extractive summarization: select sentences, 

clauses, etc. to keep 
• Abstractive summarization: generate totally new 

text  (LLM default approach) 

• News article summarization is an often-studied 
version
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NLG eval methods
• 1. Human (Manual) Evaluation 

• 2. Reference-based Evaluation 
• (Need dataset with reference (gold-standard) 

outputs) 
• BLEU 
• ROUGE 
• BERTScore 

• 3. LLM Evaluation 
• "LLM-as-judge"
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Human evauation
• Have annotators directly read and evaluate system 

outputs 

• For MT, attributes: 
• Fluency (in the target language) 
• Adequacy: does output convey meaning of input?  (need 

bilingual annotator) 

• Annotation type: 
• Likert scale (e.g. 1-5) for each attribute 
• Paired (forced-choice) comparisons 

• Was done in NIST OpenMT and related regular evaluations
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Reference-based metrics
• But you need something to evaluate faster on 

during development! 

• Idea: compare predicted output to reference 
(gold-standard) output 

• Need some way to allow soft matching 

• BLEU score:  n-gram overlap 
• BERTScore:  contextual embedding 

alignment
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Reference (human) translation:   
The U.S. island of Guam is 
maintaining a high state of alert 
after the Guam airport and its 
offices both received an e-mail 
from someone calling himself the 
Saudi Arabian Osama bin Laden 
and threatening a biological/
chemical attack against public 
places such as the airport . 

Machine translation:   
The American [?] international 
airport and its the office all 
receives one calls self the sand 
Arab rich business [?] and so on 
electronic mail , which sends out ;  
The threat will be able after public 
place and so on the airport to start 
the biochemistry attack , [?] highly 
alerts after the maintenance. 

BLEU Evaluation Metric 
(Papineni et al, ACL-2002) 

•  N-gram precision (score is between 0 & 1) 
–  What percentage of machine n-grams can 

be found in the reference translation?  
–  An n-gram is an sequence of n words 

–  Not allowed to match same portion of 
reference translation twice at a certain n-
gram level (two MT words airport are only 
correct if two reference words airport; can’t 
cheat by typing out “the the the the the”) 

–  Do count unigrams also in a bigram for 
unigram precision, etc. 

•  Brevity Penalty 
–  Can’t just type out single word 

“the” (precision 1.0!) 
 
•  It was thought quite hard to “game” the system 

(i.e., to find a way to change machine output so 
that BLEU goes up, but quality doesn’t) 
 



Reference (human) translation:   
The U.S. island of Guam is 
maintaining a high state of alert 
after the Guam airport and its 
offices both received an e-mail 
from someone calling himself the 
Saudi Arabian Osama bin Laden 
and threatening a biological/
chemical attack against public 
places such as the airport . 

Machine translation:   
The American [?] international 
airport and its the office all 
receives one calls self the sand 
Arab rich business [?] and so on 
electronic mail , which sends out ;  
The threat will be able after public 
place and so on the airport to start 
the biochemistry attack , [?] highly 
alerts after the maintenance. 

BLEU Evaluation Metric 
(Papineni et al, ACL-2002) 

•  BLEU is a weighted geometric mean, with a 
brevity penalty factor added. 
•  Note that it’s precision-oriented 

•  BLEU4 formula  
    (counts n-grams up to length 4) 
 
exp (1.0 * log p1 + 
        0.5 * log p2 + 
        0.25 * log p3 + 
        0.125 * log p4 –  
        max(words-in-reference / words-in-machine – 1, 0) 

p1 = 1-gram precision 
P2 = 2-gram precision 
P3 = 3-gram precision 
P4 = 4-gram precision  

Note: only works at corpus level (zeroes kill it); 
there’s a smoothed variant for sentence-level 



BLEU in Action 

�������     (Foreign Original) 
 
the gunman was shot to death by the police .  (Reference Translation) 
 
the gunman was police kill .    #1 
wounded police jaya of     #2 
the gunman was shot dead by the police .  #3 
the gunman arrested by police kill .   #4 
the gunmen were killed .     #5 
the gunman was shot to death by the police .  #6 
gunmen were killed by police ?SUB>0 ?SUB>0  #7 
al by the police .     #8 
the ringer is killed by the police .    #9 
police killed the gunman .    #10 
 

green  = 4-gram match   (good!) 
red  = word not matched  (bad!) 



Reference translation 1:   
The U.S. island of Guam is maintaining 
a high state of alert after the Guam 
airport and its offices both received an 
e-mail from someone calling himself 
the Saudi Arabian Osama bin Laden 
and threatening a biological/chemical 
attack against public places such as 
the airport . 

Reference translation 3:   
The US International Airport of Guam 
and its office has received an email 
from a self-claimed Arabian millionaire 
named Laden , which threatens to 
launch a biochemical attack on such 
public places as airport . Guam 
authority has been on alert .  

Reference translation 4:   
US Guam International Airport and its 
office received an email from Mr. Bin 
Laden and other rich businessman 
from Saudi Arabia . They said there 
would be biochemistry air raid to Guam 
Airport and other public places . Guam 
needs to be in high precaution about 
this matter .  

Reference translation 2:   
Guam International Airport and its 
offices are maintaining a high state of 
alert after receiving an e-mail that was 
from a person claiming to be the 
wealthy Saudi Arabian businessman 
Bin Laden and that threatened to 
launch a biological and chemical attack 
on the airport and other public places .  

Machine translation:   
The American [?] international airport 
and its the office all receives one calls 
self the sand Arab rich business [?] 
and so on electronic mail , which 
sends out ;  The threat will be able 
after public place and so on the 
airport to start the biochemistry 
attack , [?] highly alerts after the 
maintenance. 

Multiple Reference Translations 

Reference translation 1:   
The U.S. island of Guam is maintaining 
a high state of alert after the Guam 
airport and its offices both received an 
e-mail from someone calling himself 
the Saudi Arabian Osama bin Laden 
and threatening a biological/chemical 
attack against public places such as 
the airport . 

Reference translation 3:   
The US International Airport of Guam 
and its office has received an email 
from a self-claimed Arabian millionaire 
named Laden , which threatens to 
launch a biochemical attack on such 
public places as airport . Guam 
authority has been on alert .  

Reference translation 4:   
US Guam International Airport and its 
office received an email from Mr. Bin 
Laden and other rich businessman 
from Saudi Arabia . They said there 
would be biochemistry air raid to Guam 
Airport and other public places . Guam 
needs to be in high precaution about 
this matter .  

Reference translation 2:   
Guam International Airport and its 
offices are maintaining a high state of 
alert after receiving an e-mail that was 
from a person claiming to be the 
wealthy Saudi Arabian businessman 
Bin Laden and that threatened to 
launch a biological and chemical attack 
on the airport and other public places .  

Machine translation:   
The American [?] international airport 
and its the office all receives one calls 
self the sand Arab rich business [?] 
and so on electronic mail , which 
sends out ;  The threat will be able 
after public place and so on the 
airport to start the biochemistry 
attack , [?] highly alerts after the 
maintenance. 

This helps alleviate a significant issue in BLEU



Initial results showed that BLEU predicts 
human judgments well 

R 2 = 88.0%
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but uneven more broadly

• Data: from WMT07 to WMT16 
• Over-optimization for the metric? 
• Comparing system variations  

vs. comparing between major paradigms 
• BLEU score still used; e.g. SacreBLEU software (Post, 2018)
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[Reiter 2018]

https://aclanthology.org/W18-6319/
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ROUGE scores
• "Recall-Oriented ... Evaluation" 
• Used in summarization. 

• Key assumption: the reference summary is the 
approximate length you want 

• N-gram version: 
• Recall of reference's n-grams 
• ROUGE-2: bigram overlap 

• ROUGE-L: longest common subsequence

19



BERTScore
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• Data: News summarization 
• From: "News Summarization and Evaluation in the Era of GPT-3" (~2023)
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News Summarization and Evaluation in the Era of GPT-3

Tanya Goyal1 Junyi Jessy Li2 Greg Durrett1
1 Department of Computer Science 2 Department of Linguistics

The University of Texas at Austin
tanyagoyal@utexas.edu

Abstract

The recent success of prompting large language
models like GPT-3 has led to a paradigm shift
in NLP research. In this paper, we study its
impact on text summarization, focusing on the
classic benchmark domain of news summariza-
tion. First, we investigate how GPT-3 compares
against fine-tuned models trained on large sum-
marization datasets. We show that not only
do humans overwhelmingly prefer GPT-3 sum-
maries, prompted using only a task descrip-
tion, but these also do not suffer from common
dataset-specific issues such as poor factuality.
Next, we study what this means for evalua-
tion, particularly the role of gold standard test
sets. Our experiments show that both reference-
based and reference-free automatic metrics can-
not reliably evaluate GPT-3 summaries. Fi-
nally, we evaluate models on a setting beyond
generic summarization, specifically keyword-
based summarization, and show how dominant
fine-tuning approaches compare to prompting.

To support further research, we release: (a)
a corpus of 10K generated summaries from
fine-tuned and prompt-based models across 4
standard summarization benchmarks, (b) 1K
human preference judgments comparing differ-
ent systems for generic- and keyword-based
summarization.1

1 Introduction

Fine-tuning pre-trained models on domain-specific
datasets has been the leading paradigm in text sum-
marization research in recent years (Lewis et al.,
2020; Zhang et al., 2020; Raffel et al., 2020). These
models generate high-quality summaries on stan-
dard benchmarks, but still require sizeable training
datasets to adapt to new settings, e.g., summarizing
data from a new source domain or producing a sum-
mary in a different style. The success of prompt-
ing large language models (GPT-3 (Brown et al.,

1All data available at: https://tagoyal.github.io/

zeroshot-news-annotations.html.

GPT-3: Donald Trump's lawsuit against Hillary Clinton, the Democratic 
National Committee, and several other individuals and entities has been 
dismissed by a federal judge. The judge ruled that Trump's claims are 
unsupported by any legal authority and that many of his specific factual 
assertions are implausible or unsupported.

CNN article: https://www.cnn.com/2022/09/09/politics/judge-throws-
out-trumps-rico-lawsuit-against-hillary-clinton-and-democrats/index.html

GPT-3: Alina Habba is an attorney for Donald Trump. She stated that 
Trump will "immediately move to appeal this decision." Habba also said 
that the judge's opinion is "rife with erroneous applications of the law" and 
that it "disregards the numerous independent governmental investigations 
which substantiate our claim that the defendants conspired to falsely 
implicate our client and undermine the 2016 Presidential election."

Length-constrained prompt

Keyword-constrained prompt

Summarize the above article in 2 sentences.

Summarize the above article briefly focusing on Alina Habba.

Figure 1: Examples of GPT-3 summaries. We can gen-
erate summaries following style constraints or queries
included in the prompts, allowing us to emulate a range
of existing fine-tuned systems.

2020), T0 (Sanh et al., 2022), PaLM (Chowdhery
et al., 2022), etc.) provides an alternative approach,
namely learning from natural language task instruc-
tions and/or a few demonstrative examples in the
context without updating model parameters. While
recent work (Zhao et al., 2021; Min et al., 2022;
Ye and Durrett, 2022) has evaluated this paradigm
across a number of tasks, it has only been studied
for text summarization with unreliable automatic
metrics (He et al., 2022b; Chowdhery et al., 2022;
Ouyang et al., 2022) or in non-standard settings
(Saunders et al., 2022).

In this paper, we conduct the first systematic
study of the impact of prompt-based models on
the text summarization research space, using an
Instruct-tuned 175B GPT-3 model (text-davinci-
002) (Brown et al., 2020; Ouyang et al., 2022) as a
case study. Figure 1 shows that GPT-3 summaries
are extremely high-quality and adaptable to differ-
ent summarization settings. Starting from these
observations, we aim to answer three main ques-
tions. First, how do prompt-based GPT-3 sum-
maries compare to those obtained from state-of-
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Recent work (Ouyang et al., 2022; Wei et al., 2022;
Sanh et al., 2022) has improved on these models
by introducing instruction-tuned models. Here,
pre-trained language models are fine-tuned on mul-
tiple tasks (which may include summarization) us-
ing instruction templates in order to align their
training with inference time usage.

In this work, we compare the summarization
performance of three models that are representative
of this space of options:

1. OpenAI’s text-davinci-002, a GPT-3 model
(Brown et al., 2020) from the Instruct series
(Ouyang et al., 2022). While we do not know
the exact training details for this release of
the model, the previous in the series (text-
davinci-001) was fine-tuned on a combina-
tion of prompts submitted to their API and la-
beler prompts spanning multiple tasks. These
tasks include summarization but not (to our
knowledge) standard summarization datasets
like CNN/DM (Hermann et al., 2015; Nallapati
et al., 2016) or XSum (Narayan et al., 2018).

We choose the text-davinci-002 version for our
experiments in order to benchmark the best
available prompt-based model.2 We refer to
this approach as GPT3-D2.

2. BRIO (Liu et al., 2022), a fine-tuned summariza-
tion model that reports state-of-the art results
on both CNN/DM and XSum. We will use versions
of this model fine-tuned on each of these two
datasets.

3. T0 (Sanh et al., 2022), a prompt-based model
fine-tuned on multiple tasks including standard
summarization datasets. This provides a use-
ful point of comparison between task-specific
fine-tuned (BRIO) and bigger instruction-tuned
models (GPT3-D2).

2.2 Using GPT3-D2 for summarization
Fine-tuned models largely follow the “style” of ref-
erence summaries in their training data, and hence,
generated summaries show large variance between
datasets (see Table 1 for basic summary statistics
of standard summarization datasets). To ensure fair
comparison between these and GPT3-D2, we adapt
the latter’s prompt to align with dataset-specific
styles.

2We did not observe obvious quality differences in gen-
erated summaries between text-davinci-001 and text-davinci-
002. Examples are included in Appendix C.

The three African nations on the UN Security Council condemned reports 
of discrimination against African citizens at the Ukrainian border during a 
meeting at the UN HQ in New York City Monday.

The United Nations Security Council condemned the reports of 
discrimination against African citizens at the Ukrainian border. The African 
Union has said it is "disturbed" by the reports of segregation against 
Africans in Ukraine, which it described as "shockingly racist."

The article discusses the reports of discrimination against African citizens 
at the Ukrainian border. The representatives from the three African nations 
on the UN Security Council condemned the reports and called for the 
mistreatment of African peoples on Europe's borders to cease immediately. 
Foreign students attempting to flee Ukraine after Russia invaded the 
country told CNN that they experienced racial discrimination at the 
Ukrainian border.

Prompt: Summarize the article in N sentences.

N
 =

 1
 

N
 =

 2
 

N
 =

 3
 

Article: https://www.cnn.com/2022/03/01/africa/africa-condemns-
racism-ukraine-intl/index.html

Figure 3: Illustration of length control using the task
description / prompt for GPT3-D2. We found that the
generated summaries followed the given sentence length
constraint 98% of the time, allowing us to generate
different length summaries emulating different datasets.

Specifically, we follow prior work (Sanh et al.,
2022) and use sentence-count length prompts to
adapt to each dataset. Although these datasets also
differ along other attributes, e.g. CNN/DM is lead-
biased whereas XSum requires drawing inferences
from a whole article, we do not attempt to con-
trol any other attributed of the summary. Figure 3
shows an example of different length GPT3-D2 sum-
maries for the same news article, using the follow-
ing prompt format:

Article: {{article}}

Summarize the above article in N sentences.

We found that GPT3-D2 summaries faithfully fol-
low the given length constraint in 98% of the test
instances used in our human study data in Sec-
tion 3.

Given this setup, we first compare the summary
quality of the three summarization models through
a human annotation study (Section 3). Then, we
evaluate the current suite of summarization metrics
for prompt-based summarization (Section 4). Fi-
nally, in Section 5, we briefly discuss GPT3-D2 per-
formance on summarization tasks beyond generic
summarization and new challenges.

3 Human evaluation of GPT3-D2
summaries

Generated summaries of fine-tuned models (Lewis
et al., 2020; Zhang et al., 2020; Liu et al., 2022)
emulate gold-standard summaries in their training
datasets. In contrast, prompt-based GPT3-D2 mod-
els generate summaries based on how the given
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Dataset BRIO T0 GPT3
Best " Worst # Best " Worst # Best " Worst #

CNN 36 24 8 67 58 9
BBC 20 56 30 29 57 15

Table 3: Percentage of times a summarization system is
selected as the best or worst according to majority vote
(may be tied). Human annotators have a clear preference
for GPT3-D2 for both CNN and BBC style summaries.

Across both datasets and styles, we observe a clear
preference for GPT3-D2 summaries compared to
the other two models. In fact, in both scenarios,
the GPT3-D2 outperforms the next best model by at
least 20 percentage points. This improvement is sta-
tistically significant according to a paired bootstrap
test (CNN p�value = 2 ⇥ 10�3, BBC p�value
= 6⇥ 10�4).

Note that the next best model differs between the
two datasets. For BBC, annotators prefer T0 sum-
maries over BRIO. Annotator rationales often men-
tioned misleading or incorrect information as the
primarily reason for selecting BRIO as the worst
summary, confirming the issues that have been ob-
served with XSum-trained models (Maynez et al.,
2020; Pagnoni et al., 2021; Goyal and Durrett,
2021). Although T0 also includes XSum training
data, we hypothesize that its multi-task framework
helps offset the noisy signal from XSum.

In contrast, annotators rate T0 as the worst sum-
marization system for CNN. The most common
rationales for these were shorter length and inclu-
sion of irrelevant details, e.g. long quotes, while
missing key points. Some annotators also com-
mented that these T0 summaries were less coherent
compared to the other models. Interestingly, we
did not observe similar complaints for the single-
sentence T0 summaries for BBC.

Do annotators agree with each other? To study
this, we plot the distribution of annotator votes for
each summarization system and dataset in Figure 5.
Additionally, we report the inter-annotator agree-
ment, measured using Krippendorff’s alpha with
MASI distance (Passonneau, 2006), to account for
multiple selections of best or worst summary al-
lowed in our study design.

The vote distribution shows that although more
annotators prefer GPT3-D2 summaries, this choice
is only unanimous, i.e. supported by all three an-
notators, for less that 30% of the annotated articles.

BBC have multiple best summaries.

No. of annotator votes for 
“worst summary” 

0 1 2 3

GPT3

BRIO

T0

GPT3

BRIO

T0

B
B

C

No. of annotator votes for 
“best summary” 

0 1 2 3

Which summary is 
the most preferred?

GPT3

BRIO

T0

C
N

N

Which summary is 
the least preferred?

GPT3

BRIO

T0

Agreement = 0.05 Agreement = 0.11

Agreement = 0.18 Agreement = 0.15

Figure 5: Annotator vote distribution for best and worst
summaries across all datasets and models. Although
GPT3-D2 is the clear winner according to majority vote,
this choice is unanimous for less than 30% of the ar-
ticles. This demonstrates the inherent variance in dif-
ferent annotators’ definitions of “best summary”, espe-
cially when comparing high-quality summaries from
strong models.

Conversely, although BRIO (or T0) summaries are
less preferred than GPT3-D2 for the CNN (or BBC)
dataset on aggregate, they were voted as the best
summary by at least one annotator for more than
60% of the articles. This demonstrate two things:
first, when comparing summaries from two strong
models, the choice is inherently ambiguous (similar
observations in Clark et al. (2021)). Second, these
results and the diversity in the written rationales,
show that there does not exist a universal definition
of a “good” summary and that different summary
properties appeal to different annotators. Regard-
less, the aggregate preference for GPT3-D2 is high
enough across the board to give us confidence in
its strength.

How do these results impact the field? Progress
in text summarization research in the last five years
has been enabled by the construction of large-scale
text summarization datasets that involved scrap-
ing news articles and pairing them with any avail-
able summary-like data (Hermann et al., 2015;
Narayan et al., 2018; Grusky et al., 2018). The
CNN/DM dataset considers bullet points accompa-
nying news articles as its summary. These “gold”
standard summaries provided useful training sig-
nal to train impressive supervised models (Lewis
et al., 2020; Zhang et al., 2020; Liu et al., 2022)
and hence, their quality or alignment with human
preferences was largely ignored.

We found that, despite its popularity, XSum is
largely unsuitable for fine-tuning models like BRIO

Dataset Model Overlap-Based Similarity-Based QAEval
ROUGE(1/2/L) METEOR BLEU BERTScore MoverScore EM F1

CNN

PEGASUS 34.85/14.62/28.23 .24 7.1 .858 .229 .105 .160
BRIO 38.49/17.08/31.44 .31 6.6 .864 .261 .137 .211
T0 35.06/13.84/28.46 .25 5.9 .859 .238 .099 .163

GPT3-D2 31.86/11.31/24.71 .25 3.8 .858 .216 .098 .159

DailyMail

PEGASUS 45.77/23.00/36.65 .33 12.2 .865 .308 .159 .229
BRIO 49.27/24.76/39.21 .37 11.7 .871 .331 .175 .259
T0 42.97/19.04/33.95 .28 8.9 .863 .290 .121 .184

GPT3-D2 38.68/14.24/28.08 .26 6.6 .859 .248 .101 .159

XSum

PEGASUS 47.97/24.82/39.63 .36 9.8 .901 .362 .145 .221
BRIO 49.66/25.97/41.04 .39 10.6 .901 .372 .139 .224
T0 44.20/20.72/35.84 .34 8.0 .896 .340 .125 .208

GPT3-D2 28.78/7.64/20.60 .19 2.2 .869 .197 .066 .119

Newsroom

PEGASUS 39.21/27.73/35.68 .39 .14 .873 .272 0.182 0.253
BRIO - - - - - - -
T0 25.64/9.49/21.41 .20 .04 .849 .145 .080 0.125

GPT3-D2 27.44/10.67/22.18 .22 .05 .859 .159 .089 0.142

Table 4: Performance of different summarization systems measured using reference-based automatic metrics. Across
all datasets, we observe that automatic metrics report substantially worse results for GPT3-D2 summaries compared
to fine-tuned models. This directly contradicts the human preference results from Section 3, demonstrating that
these reference-based metrics cannot reliably compare the quality of prompt-based summaries against fine-tuned
summaries.

for realistic summarization settings. Even though a
CNN/DM-trained BRIO model performed better, the
results of our human study question the contin-
ued utility of hill-climbing on this dataset, as it
seems users may simply prefer a different style of
summary altogether. In fact, this preference for
GPT3-D2 is much larger than incremental improve-
ments reported in other human evaluation settings,
e.g. improvements on XSum on the GENIE leader-
board (Khashabi et al., 2022). Furthermore, as
we we will see in Section 5, the greater flexibil-
ity of GPT3-D2 compared to these systems makes
it more suitable for news summarization tasks be-
yond generic summarization.

If a system designer collects a large-scale dataset
of high-quality summaries that they wish to emu-
late, we believe a fine-tuned system may outper-
form GPT3-D2. However, better-trained models on
datasets collected via “incidental” supervision are
less likely to help.

4 Can current automatic metrics evaluate
GPT3-D2 summaries?

Automatic metrics proposed for summarization
evaluation can be broadly divided into two cate-
gories: (1) reference-based, that compare gener-
ated summaries against available gold summaries,
and (2) reference-free that only rely on the input
document. Here, we compare their performance at

evaluating prompt-based GPT3-D2 summaries.

Experimental Setup We evaluate automatic met-
rics using summaries from 4 different summariza-
tion datasets, listed in Table 1. For each dataset,
we construct our evaluation sets by randomly sam-
pling 5007 articles from the standard test split.8 We
compare the same 3 summarization systems from
Section 3 in our analysis. Additionally, we also
report results using the fine-tuned PEGASUS model
(Zhang et al., 2020), as BRIO fine-tuned models are
not available for all datasets.

We publicly release this corpus of summariza-
tion outputs to standardize the test sets and sup-
port future research into GPT3-D2 based summa-
rization. Link: https://tagoyal.github.io/

zeroshot-news-annotations.html.

4.1 Reference-based metrics
Here, we study if the gold summaries of the stan-
dard datasets are useful for evaluation, especially
when evaluating prompt-based summaries that are
not trained to emulate the gold. We benchmark

7This size is chosen to give sufficient statistical power
(Card et al., 2020) while keeping costs for GPT3-D2 evaluation
low to enable others to compare on this subset. We outline
costs in Appendix D.

8Note that these standard datasets were released before
2020. Therefore, it is possible that some article-summary
pairs in our test set overlap with GPT3-D2’s training data. How-
ever, we do not observe a qualitative difference in GPT3-D2’s
performance on these older articles.


