
 

Word embeddings pipeline
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- Word embeddings are a lexical resource, to be used for downstream tasks2%-
- Transfer learning: get info huge corpus, then apply to learn from a small labeled dataset

- Compare to lexicons, lexical knowledge bases like WordNet, etc.
4





Application: document embedding
' ' +0 Instead of bag—OT—worde, can we denve a latent

embedding of a doaument/sentence?
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See: Arora et al. 2017



 

 


