
Words: Encodings & Tokenization

CS 490A, Fall 2021

Applications of Natural Language Processing
https://people.cs.umass.edu/~brenocon/cs490a_f21

Brendan O’Connor & Laure Thompson
College of Information & Computer Sciences

University of Massachusetts Amherst 

https://people.cs.umass.edu/~brenocon/cs490a_f21


Administrivia – Submissions

• Submit Exercise 0 if you haven’t

• HW0 due Thursday (9/9) at 11:59pm EST

• Future assignments will be due before class



Administrivia – Office Hours

• Akshay’s OH: Wednesday 2-3:30pm , CS207

• Yuanguo’s OH: Thursday 1-2:30pm, LGRT-T220

• Xiao’s OH: Friday 10:15-11:45am, LGRT-T223



Administrivia – Schedule

• Schedule on website:

people.cs.umass.edu/~brenocon/cs490a_f21/schedule.html

• Readings and lectures will be posted here

• Complete required readings before class

• “Reading” = required reading

• “Optional” = supplemental

https://people.cs.umass.edu/~brenocon/cs490a_f21/schedule.html


Word Count

article 100

charming 32

dog 0

newspaper 29

poem 3
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What can we do with word counts?



Analyze trends in specific language use

Schmidt & Fraas 2015 

“Public” in State of the Union Speeches

https://www.theatlantic.com/politics/archive/2015/01/the-language-of-the-state-of-the-union/384575/


Analyze trends in specific language use

“We” in State of the Union Speeches

Schmidt & Fraas 2015 

https://www.theatlantic.com/politics/archive/2015/01/the-language-of-the-state-of-the-union/384575/


Compare general language use

Daniels 2019

https://pudding.cool/projects/vocabulary/index.html


Identify distinctive word use

Wasow 2020

Corpus: News articles from the late 1960s

https://doi.org/10.1017/S000305542000009X
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This is a simple 
sentence.

01010100 01101000 
01101001 01110011 
00100000 01101001 
01110011 00100000 
01100001 00100000 
01110011 01101001 
01101101 01110000 
01101100 01100101 
00100000 01110100
01100101 01111000 
01110100 ........



From Bits to Characters



a

🦜

ñ

水Ꭶ
Mapping



Bacon’s cipher

Strategy: Assign each letter in the English alphabet a unique value

A → 0

B → 1

C → 2

X → 23

Y → 24

Z → 25

Q: How many bits do we need to 

uniquely encode these numbers?



Bacon’s cipher

Strategy: Assign each letter in the English alphabet a unique value

A → 00000

B → 00001

C → 00010

X → 01111

Y → 11000

Z → 11001



Ascii – 7 bits

A → 65

B → 66

Z → 90

a → 097 

b → 098

z → 123



Ascii – 7 bits

A → 65 = 100 0001

B → 66 = 100 0010

Z → 90 = 101 1010

a → 097 = 110 0001

b → 098 = 110 0010

z → 123 = 111 1010



Aside – End of Line Characters

LF = Line Feed = \n

CR = Carriage Return = \r

End of Line Defaults

• Unix: \n

• Windows: \r\n



Latin-1 (ISO-8859-1): Ascii + an extra bit



ISO-8859-7: A different ASCII extension



Unicode: A single mapping to rule them all

Standard that maps characters to codepoints

Unicode 14.0 is releasing next week!

• Overall: 144,697 characters, 159 scripts

• New: 838 characters, 5 scripts, 37 emojis



Unicode Encodings: UTF-8

• Variable length encoding: Represents each codepoint as 1-4 bytes

• Compatible with ASCII

• Python 3’s default text encoding



Unicode Encodings: UTF-16

• Variable length encoding: Represents each codepoint as 2 or 4 bytes

• Not compatible with ASCII

Q: When might we prefer 

UTF-16 over UTF-8?



UTF-8 vs. UTF-16

UTF-8 > UTF-16

• Need ASCII compatibility

• More efficient for languages that can be represented by 1-2 bytes in 
UTF-8 (e.g. English, Spanish, Greek)

UTF-16 > UTF-8

• Majority of characters would be represented by 3 bytes in UTF-8, 
these are represented by 2 bytes in UFT-16 (e.g. Chinese, Japanese, 
Korean, Vietnamese)
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Regular Expressions



Regular Expressions

• A formal language for specifying specific text strings

• How can we search for any of these?

woodchuck

woodchucks

Woodchuck

Woodchucks



Regular Expressions: Character Classes

• Disjunction of listed characters

• Ranges

Pattern Matches

[wW]oodchuck Woodchuck, woodchuck

[1234567890] Any digit

Pattern Matches Example

[A-Z] An upper case letter Drenched Blossoms

[a-z] A lower case letter my beans were impatient

[0-9] A single digit Chapter 1: Down the Rabbit Hole



Regular Expressions: Negation

• Negation of class: [^Ss] (^ only means negation in first position)

Pattern Matches Example

[^A-Z] Not an upper case letter Oyfn pripetchik

[^Ss] Neither S nor s I have no exquisite reason″

[^e^] Neither e nor ^ Look here

a^b The pattern a^b Look up a^b now



Regular Expressions: More disjunction

• Woodchuck is another name for groundhog

Pattern Matches

groundhog|woodchuck

yours|mine yours

mine

a|b|c = [abc]

[gG]roundhog|[wW]oodchuck



Regular Expressions:  ?  *  +  .

Pattern Matches Examples

colou?r Optional previous char color colour

oo*h! 0 or more of previous char oh! ooh! oooh! ooooh!

o+h! 1 or more of previous char oh! ooh! oooh! ooooh!

baa+ baa baaa baaaa baaaaa

beg.n begin begun began beg1n



Demo / Activity


