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In-text classification

• Previous: Text Classification

• Input:

• Output:  
 
 
 
 

• Let’s move to classifying within the text!

• Tasks you can do yourself, with the right heuristics or logistic 
regression features (or other NLP models)

• Do it with a pretrained, off-the-shelf system as part of a larger 
system, especially for syntactic/semantic linguistic analyses
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• Tagging

• Input:

• Output:  

• Span classification

• Input:

• Output:  

• Relation classification

• Input:

• Output:
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Targeted sentiment analysis
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4.1. SENTIMENT AND OPINION ANALYSIS 71

factual content such as speculation and hypotheticals (Riloff and Wiebe, 2003). This can be
done by treating each sentence as a separate document, and then applying a bag-of-words
classifier: indeed, Pang and Lee (2004) do exactly this, using a training set consisting of
(mostly) subjective sentences gathered from movie reviews, and (mostly) objective sen-
tences gathered from plot descriptions. They augment this bag-of-words model with a
graph-based algorithm that encourages nearby sentences to have the same subjectivity
label.

Stance classification In debates, each participant takes a side: for example, advocating
for or against proposals like adopting a vegetarian lifestyle or mandating free college ed-
ucation. The problem of stance classification is to identify the author’s position from the
text of the argument. In some cases, there is training data available for each position,
so that standard document classification techniques can be employed. In other cases, it
suffices to classify each document as whether it is in support or opposition of the argu-
ment advanced by a previous document (Anand et al., 2011). In the most challenging
case, there is no labeled data for any of the stances, so the only possibility is group docu-
ments that advocate the same position (Somasundaran and Wiebe, 2009). This is a form
of unsupervised learning, discussed in chapter 5.

Targeted sentiment analysis The expression of sentiment is often more nuanced than a
simple binary label. Consider the following examples:

(4.2) a. The vodka was good, but the meat was rotten.
b. Go to Heaven for the climate, Hell for the company. –Mark Twain

These statements display a mixed overall sentiment: positive towards some entities (e.g.,
the vodka), negative towards others (e.g., the meat). Targeted sentiment analysis seeks to
identify the writer’s sentiment towards specific entities (Jiang et al., 2011). This requires
identifying the entities in the text and linking them to specific sentiment words — much
more than we can do with the classification-based approaches discussed thus far. For
example, Kim and Hovy (2006) analyze sentence-internal structure to determine the topic
of each sentiment expression.

Aspect-based opinion mining seeks to identify the sentiment of the author of a review
towards predefined aspects such as PRICE and SERVICE, or, in the case of (4.2b), CLIMATE
and COMPANY (Hu and Liu, 2004). If the aspects are not defined in advance, it may again
be necessary to employ unsupervised learning methods to identify them (e.g., Branavan
et al., 2009).

Emotion classification While sentiment analysis is framed in terms of positive and neg-
ative categories, psychologists generally regard emotion as more multifaceted. For ex-
ample, Ekman (1992) argues that there are six basic emotions — happiness, surprise, fear,

Under contract with MIT Press, shared under CC-BY-NC-ND license.
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Word sense disambiguation
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4.2. WORD SENSE DISAMBIGUATION 73

where Ly is the lexicon for label y. Compared to the machine learning classifiers discussed
in the previous chapters, lexicon-based classification may seem primitive. However, su-
pervised machine learning relies on large annotated datasets, which are time-consuming
and expensive to produce. If the goal is to distinguish two or more categories in a new
domain, it may be simpler to start by writing down a list of words for each category.

An early lexicon was the General Inquirer (Stone, 1966). Today, popular sentiment lexi-
cons include SENTIWORDNET (Esuli and Sebastiani, 2006) and an evolving set of lexicons
from Liu (2015). For emotions and more fine-grained analysis, Linguistic Inquiry and Word
Count (LIWC) provides a set of lexicons (Tausczik and Pennebaker, 2010). The MPQA lex-
icon indicates the polarity (positive or negative) of 8221 terms, as well as whether they are
strongly or weakly subjective (Wiebe et al., 2005). A comprehensive comparison of senti-
ment lexicons is offered by Ribeiro et al. (2016). Given an initial seed lexicon, it is possible
to automatically expand the lexicon by looking for words that frequently co-occur with
words in the seed set (Hatzivassiloglou and McKeown, 1997; Qiu et al., 2011).

4.2 Word sense disambiguation

Consider the the following headlines:

(4.3) a. Iraqi head seeks arms
b. Prostitutes appeal to Pope
c. Drunk gets nine years in violin case2

These headlines are ambiguous because they contain words that have multiple mean-
ings, or senses. Word sense disambiguation is the problem of identifying the intended
sense of each word token in a document. Word sense disambiguation is part of a larger
field of research called lexical semantics, which is concerned with meanings of the words.

At a basic level, the problem of word sense disambiguation is to identify the correct
sense for each word token in a document. Part-of-speech ambiguity (e.g., noun versus
verb) is usually considered to be a different problem, to be solved at an earlier stage.
From a linguistic perspective, senses are not properties of words, but of lemmas, which
are canonical forms that stand in for a set of inflected words. For example, arm/N is a
lemma that includes the inflected form arms/N — the /N indicates that it we are refer-
ring to the noun, and not its homonym arm/V, which is another lemma that includes
the inflected verbs (arm/V, arms/V, armed/V, arming/V). Therefore, word sense disam-
biguation requires first identifying the correct part-of-speech and lemma for each token,

2These examples, and many more, can be found at http://www.ling.upenn.edu/˜beatrice/
humor/headlines.html

Under contract with MIT Press, shared under CC-BY-NC-ND license.
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• Syntax = how words compose to form larger 
meaning-bearing units

• POS = syntactic categories for words

• You could substitute words within a class and have a 
syntactically valid sentence.

• Give information how words can combine.

• I saw the dog

• I saw the cat

• I saw the {table, sky, dream, school, anger, ...}

Schoolhouse Rock: Conjunction Junction 
https://www.youtube.com/watch?v=ODGA7ssL-6g&index=1&list=PL6795522EAD6CE2F7

Part of speech tags

VERB
NOUN

Now



Part of speech tagging

• I saw the fire today  

• Fire!
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Why do we want POS?

• Useful for many syntactic and other NLP tasks.

• Phrase identification (“chunking”)

• Named entity recognition (names = proper nouns... 
or are they?)

• Syntactic/semantic dependency parsing

• Sentiment

• Either as features or heuristic filtering

• Esp. useful when not much training data
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POS patterns: simple noun phrases
• Quick and dirty noun phrase identification  

http://brenocon.com/JustesonKatz1995.pdf 
http://brenocon.com/handler2016phrases.pdf 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16 John S. Justeson and Slava M. Katz

but adverbials - as modifiers of modifiers - play a tertiary semantic role; they form
a new adjectival modifier of a noun or phrase within an NP. So, although NP
terms containing adverbs do occur (e.g. almost periodic function), they are quite rare.
Their semantic role may be more prominent in adjective phrase technical terms, as
in statistically significant; adjective terms constitute overall 4% of our dictionary
samples, and only 2 consist of more than one word.

3 A terminology identification algorithm

Section 1 suggests that exact repetition should discriminate well between terminolog-
ical and nonterminological NPs. Genuinely large numbers of instances in particular
are almost certain to be terminological: excessive repetition is truly anomalous for
purely descriptive NPs. Conversely, repetition of nowterminological NPs at any rate
is unusual, except in widely spaced occurrences in larger documents; raw frequency
should provide a powerful cue to terminological status, without regard to the prob-
ability of co-occurrence of the constituent words under assumptions of randomness.

Accordingly, one effective criterion for terminology identification is simple rep-
etition: an NP having a frequency of two or more can be entertained as a likely
terminological unit, i.e. as a candidate for inclusion in a list of technical terms from
a document. The candidate list that results from the application of such a criterion
should consist mainly of terminological units. In fact, this list should include almost
all technical terms in the text that are novel and all that are topically prominent.

Structurally, section 2 indicates that terminological NPs are short, rarely more
than 4 words long, and that words other than adjectives and nouns are unusual in
them. Among other parts of speech, only prepositions occur in as many as 3% of
terms; almost always, this is a single preposition between two noun phrases.

3.1 Constraints

The proposed algorithm requires satisfaction of two constraints applied to word
strings in text. Strings satisfying the constraints are the intended output of the
algorithm. Various parameters that can be used to influence the behavior of the
algorithm are introduced in section 3.2.
Frequency: Candidate strings must have frequency 2 or more in the text.
Grammatical structure: Candidate strings are those multi-word noun phrases that

are specified by the regular expression ((A | N)+ | ((A \ N)'{NP)-)(A \ N)')N,
where
A is an ADJECTIVE, but not a determiner.5

5 Determiners include articles, demonstratives, possessive pronouns, and quantifiers. Some common
determiners (after Huddleston 1984:233), occupying three fixed positions relative to one another, are
as follows. Pre-determiners: all, both; half, one-third, three-quarters,...; double, twice, three times; such,
what(exclamative). Determiners proper: the; this, these, that, those; my, our, your; we, us, you; which,
what(relative), what(interrogative); a, another, some, any, no, either, neither; each, enough, much,
more, less; a few(positive), a little(positive). Post-determiners: every; many, several, few(negative),
little(negative); one, two, three...; (a) dozen.
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POS patterns: sentiment

• Turney (2002): identify bigram phrases, from unlabeled corpus, 
useful for sentiment analysis.
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mantic orientation of a given phrase is calculated 
by comparing its similarity to a positive reference 
word (“excellent”) with its similarity to a negative 
reference word (“poor”).   More specifically, a 
phrase is assigned a numerical rating by taking the 
mutual information between the given phrase and 
the word “excellent” and subtracting the mutual 
information between the given phrase and the word 
“poor”. In addition to determining the direction of 
the phrase’s semantic orientation (positive or nega-
tive, based on the sign of the rating), this numerical 
rating also indicates the strength of the semantic 
orientation (based on the magnitude of the num-
ber). The algorithm is presented in Section 2. 

Hatzivassiloglou and McKeown (1997) have 
also developed an algorithm for predicting seman-
tic orientation. Their algorithm performs well, but 
it is designed for isolated adjectives, rather than 
phrases containing adjectives or adverbs. This is 
discussed in more detail in Section 3, along with 
other related work. 

The classification algorithm is evaluated on 410 
reviews from Epinions2, randomly sampled from 
four different domains: reviews of automobiles, 
banks, movies, and travel destinations. Reviews at 
Epinions are not written by professional writers; 
any person with a Web browser can become a 
member of Epinions and contribute a review. Each 
of these 410 reviews was written by a different au-
thor. Of these reviews, 170 are not recommended 
and the remaining 240 are recommended (these 
classifications are given by the authors). Always 
guessing the majority class would yield an accu-
racy of 59%. The algorithm achieves an average 
accuracy of 74%, ranging from 84% for automo-
bile reviews to 66% for movie reviews. The ex-
perimental results are given in Section 4. 

The interpretation of the experimental results, 
the limitations of this work, and future work are 
discussed in Section 5. Potential applications are 
outlined in Section 6. Finally, conclusions are pre-
sented in Section 7. 

2 Classifying Reviews 

The first step of the algorithm is to extract phrases 
containing adjectives or adverbs. Past work has 
demonstrated that adjectives are good indicators of 
subjective, evaluative sentences (Hatzivassiloglou 

                                                           
2 http://www.epinions.com 

& Wiebe, 2000; Wiebe, 2000; Wiebe et al., 2001). 
However, although an isolated adjective may indi-
cate subjectivity, there may be insufficient context 
to determine semantic orientation. For example, 
the adjective “unpredictable” may have a negative 
orientation in an automotive review, in a phrase 
such as “unpredictable steering”, but it could have 
a positive orientation in a movie review, in a 
phrase such as “unpredictable plot”. Therefore the 
algorithm extracts two consecutive words, where 
one member of the pair is an adjective or an adverb 
and the second provides context. 

First a part-of-speech tagger is applied to the 
review (Brill, 1994).3 Two consecutive words are 
extracted from the review if their tags conform to 
any of the patterns in Table 1. The JJ tags indicate 
adjectives, the NN tags are nouns, the RB tags are 
adverbs, and the VB tags are verbs.4 The second 
pattern, for example, means that two consecutive 
words are extracted if the first word is an adverb 
and the second word is an adjective, but the third 
word (which is not extracted) cannot be a noun. 
NNP and NNPS (singular and plural proper nouns) 
are avoided, so that the names of the items in the 
review cannot influence the classification. 
Table 1. Patterns of tags for extracting two-word 
phrases from reviews.  

 First Word Second Word Third Word  
(Not Extracted) 

1. JJ NN or NNS anything 
2. RB, RBR, or 

RBS 
JJ not NN nor NNS 

3. JJ JJ not NN nor NNS 
4. NN or NNS JJ not NN nor NNS 
5. RB, RBR, or 

RBS 
VB, VBD, 
VBN, or VBG 

anything 

The second step is to estimate the semantic ori-
entation of the extracted phrases, using the PMI-IR 
algorithm. This algorithm uses mutual information 
as a measure of the strength of semantic associa-
tion between two words (Church & Hanks, 1989). 
PMI-IR has been empirically evaluated using 80 
synonym test questions from the Test of English as 
a Foreign Language (TOEFL), obtaining a score of 
74% (Turney, 2001). For comparison, Latent Se-
mantic Analysis (LSA), another statistical measure 
of word association, attains a score of 64% on the 

                                                           
3 http://www.cs.jhu.edu/~brill/RBT1_14.tar.Z 
4 See Santorini (1995) for a complete description of the tags. 

same 80 TOEFL questions (Landauer & Dumais, 
1997).  

The Pointwise Mutual Information (PMI) be-
tween two words, word1 and word2, is defined as 
follows (Church & Hanks, 1989): 

                                             p(word1 & word2) 
PMI(word1, word2) = log2 
                                             p(word1) p(word2) 

 

(1) 

Here, p(word1 & word2) is the probability that 
word1 and word2 co-occur. If the words are statisti-
cally independent, then the probability that they 
co-occur is given by the product p(word1) 
p(word2). The ratio between p(word1 & word2) and 
p(word1) p(word2) is thus a measure of the degree 
of statistical dependence between the words. The 
log of this ratio is the amount of information that 
we acquire about the presence of one of the words 
when we observe the other.  

The Semantic Orientation (SO) of a phrase, 
phrase, is calculated here as follows: 

     SO(phrase) = PMI(phrase, “excellent”)  
                          - PMI(phrase, “poor”) (2) 

The reference words “excellent” and “poor” were 
chosen because, in the five star review rating sys-
tem, it is common to define one star as “poor” and 
five stars as “excellent”. SO is positive when 
phrase is more strongly associated with “excellent” 
and negative when phrase is more strongly associ-
ated with “poor”.   

PMI-IR estimates PMI by issuing queries to a 
search engine (hence the IR in PMI-IR) and noting 
the number of hits (matching documents). The fol-
lowing experiments use the AltaVista Advanced 
Search engine5, which indexes approximately 350 
million web pages (counting only those pages that 
are in English). I chose AltaVista because it has a 
NEAR operator. The AltaVista NEAR operator 
constrains the search to documents that contain the 
words within ten words of one another, in either 
order. Previous work has shown that NEAR per-
forms better than AND when measuring the 
strength of semantic association between words 
(Turney, 2001). 

Let hits(query) be the number of hits returned, 
given the query query. The following estimate of 
SO can be derived from equations (1) and (2) with 

                                                           
5 http://www.altavista.com/sites/search/adv 

some minor algebraic manipulation, if co-
occurrence is interpreted as NEAR: 

SO(phrase) = 

          hits(phrase NEAR “excellent”) hits(“poor”) 
log2 
          hits(phrase NEAR “poor”) hits(“excellent”) 

 
 

(3) 

Equation (3) is a log-odds ratio (Agresti, 1996). 
To avoid division by zero, I added 0.01 to the hits. 
I also skipped phrase when both hits(phrase 
NEAR “excellent”) and  hits(phrase NEAR 
“poor”) were (simultaneously) less than four. 
These numbers (0.01 and 4) were arbitrarily cho-
sen. To eliminate any possible influence from the 
testing data, I added “AND (NOT host:epinions)” 
to every query, which tells AltaVista not to include 
the Epinions Web site in its searches. 

The third step is to calculate the average seman-
tic orientation of the phrases in the given review 
and classify the review as recommended if the av-
erage is positive and otherwise not recommended.  

Table 2 shows an example for a recommended 
review and Table 3 shows an example for a not 
recommended review. Both are reviews of the 
Bank of America. Both are in the collection of 410 
reviews from Epinions that are used in the experi-
ments in Section 4. 
Table 2. An example of the processing of a review that 
the author has classified as recommended.6 

Extracted Phrase Part-of-Speech 
Tags 

Semantic 
Orientation 

online experience  JJ NN  2.253 
low fees  JJ NNS  0.333 
local branch  JJ NN  0.421 
small part  JJ NN  0.053 
online service  JJ NN  2.780 
printable version  JJ NN -0.705 
direct deposit  JJ NN  1.288 
well other  RB JJ  0.237 
inconveniently  
located  

RB VBN -1.541 

other bank  JJ NN -0.850 
true service  JJ NN -0.732 
Average Semantic Orientation  0.322 

 

                                                           
6 The semantic orientation in the following tables is calculated 
using the natural logarithm (base e), rather than base 2. The 
natural log is more common in the literature on log-odds ratio. 
Since all logs are equivalent up to a constant factor, it makes 
no difference for the algorithm. 

(plus co-occurrence information)
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Named entity recognition

12

Proceedings of the Thirteenth Conference on Computational Natural Language Learning (CoNLL), pages 147–155,
Boulder, Colorado, June 2009. c�2009 Association for Computational Linguistics

Design Challenges and Misconceptions in Named Entity Recognition
⇤ † ‡

Lev Ratinov Dan Roth

Computer Science Department
University of Illinois

Urbana, IL 61801 USA
{ratinov2,danr}@uiuc.edu

Abstract

We analyze some of the fundamental design
challenges and misconceptions that underlie
the development of an efficient and robust
NER system. In particular, we address issues
such as the representation of text chunks, the
inference approach needed to combine local
NER decisions, the sources of prior knowl-
edge and how to use them within an NER
system. In the process of comparing several
solutions to these challenges we reach some
surprising conclusions, as well as develop an
NER system that achieves 90.8 F1 score on
the CoNLL-2003 NER shared task, the best
reported result for this dataset.

1 Introduction

Natural Language Processing applications are char-
acterized by making complex interdependent deci-
sions that require large amounts of prior knowledge.
In this paper we investigate one such application–
Named Entity Recognition (NER). Figure 1 illus-
trates the necessity of using prior knowledge and
non-local decisions in NER. In the absence of mixed
case information it is difficult to understand that

⇤ The system and the Webpages dataset are available at:
http://l2r.cs.uiuc.edu/⇠cogcomp/software.php

† This work was supported by NSF grant NSF SoD-HCER-
0613885, by MIAS, a DHS-IDS Center for Multimodal In-
formation Access and Synthesis at UIUC and by an NDIIPP
project from the National Library of Congress.

‡ We thank Nicholas Rizzolo for the baseline LBJ NER
system, Xavier Carreras for suggesting the word class models,
and multiple reviewers for insightful comments.

SOCCER - [PER BLINKER] BAN LIFTED .
[LOC LONDON] 1996-12-06 [MISC Dutch] forward
[PER Reggie Blinker] had his indefinite suspension
lifted by [ORG FIFA] on Friday and was set to make
his [ORG Sheffield Wednesday] comeback against
[ORG Liverpool] on Saturday . [PER Blinker] missed
his club’s last two games after [ORG FIFA] slapped a
worldwide ban on him for appearing to sign contracts for
both [ORG Wednesday] and [ORG Udinese] while he was
playing for [ORG Feyenoord].

Figure 1: Example illustrating challenges in NER.

“BLINKER” is a person. Likewise, it is not obvi-
ous that the last mention of “Wednesday” is an orga-
nization (in fact, the first mention of “Wednesday”
can also be understood as a “comeback” which hap-
pens on Wednesday). An NER system could take ad-
vantage of the fact that “blinker” is also mentioned
later in the text as the easily identifiable “Reggie
Blinker”. It is also useful to know that Udinese
is a soccer club (an entry about this club appears
in Wikipedia), and the expression “both Wednesday
and Udinese” implies that “Wednesday” and “Udi-
nese” should be assigned the same label.

The above discussion focuses on the need for ex-
ternal knowledge resources (for example, that Udi-
nese can be a soccer club) and the need for non-
local features to leverage the multiple occurrences
of named entities in the text. While these two needs
have motivated some of the research in NER in
the last decade, several other fundamental decisions
must be made. These include: what model to use for

147

[Ratinov and Roth 2009]
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Useful features for a tagger

• Key sources of information:

• 1.  The word itself  

• 2.  Word-internal characters 

• 3.  Nearby words in a context window

• Context window features are used for ALL tagging 
tasks!
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Features for NER/POS
• Word-based features

• Word itself

• Word shape

• Contextual variants: versions of these at position t-1, t-2, t-3 … t+1, t
+2, t+3 …

• External lexical knowledge

• Gazetteer features: Does word/phrase occur in a list of known names?

• Other hand-built lexicons

• Word embeddings (next week)
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Gazetteers example
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system to that of the Stanford NER tagger, across the
datasets discussed above. We have chosen to com-
pare against the Stanford tagger because to the best
of our knowledge, it is the best publicly available
system which is trained on the same data. We have
downloaded the Stanford NER tagger and used the
strongest provided model trained on the CoNLL03
data with distributional similarity features. The re-
sults we obtained on the CoNLL03 test set were
consistent with what was reported in (Finkel et al.,
2005). Our goal was to compare the performance of
the taggers across several datasets. For the most re-
alistic comparison, we have presented each system
with a raw text, and relied on the system’s sentence
splitter and tokenizer. When evaluating the systems,
we matched against the gold tokenization ignoring
punctuation marks. Table 6 summarizes the results.
Note that due to differences in sentence splitting, to-
kenization and evaluation, these results are not iden-
tical to those reported in Table 5. Also note that in
this experiment we have used token-level accuracy
on the CoNLL dataset as well. Finally, to complete
the comparison to other systems, in Table 7 we sum-
marize the best results reported for the CoNLL03
dataset in literature.

8 Conclusions

We have presented a simple model for NER that
uses expressive features to achieve new state of the
art performance on the Named Entity recognition
task. We explored four fundamental design deci-
sions: text chunks representation, inference algo-
rithm, using non-local features and external knowl-
edge. We showed that BILOU encoding scheme sig-
nificantly outperforms BIO and that, surprisingly, a
conditional model that does not take into account in-
teractions at the output level performs comparably
to beamsearch or Viterbi, while being considerably
more efficient computationally. We analyzed sev-
eral approaches for modeling non-local dependen-
cies and found that none of them clearly outperforms
the others across several datasets. Our experiments
corroborate recently published results indicating that
word class models learned on unlabeled text can
be an alternative to the traditional semi-supervised
learning paradigm. NER proves to be a knowledge-
intensive task, and it was reassuring to observe that

System Resources Used F1

+ LBJ-NER Wikipedia, Nonlocal Fea-
tures, Word-class Model

90.80

- (Suzuki and
Isozaki, 2008)

Semi-supervised on 1G-
word unlabeled data

89.92

- (Ando and
Zhang, 2005)

Semi-supervised on 27M-
word unlabeled data

89.31

- (Kazama and
Torisawa, 2007a)

Wikipedia 88.02

- (Krishnan and
Manning, 2006)

Non-local Features 87.24

- (Kazama and
Torisawa, 2007b)

Non-local Features 87.17

+ (Finkel et al.,
2005)

Non-local Features 86.86

Table 7: Results for CoNLL03 data reported in the literature.
publicly available systems marked by +.

knowledge-driven techniques adapt well across sev-
eral domains. We observed consistent performance
gains across several domains, most interestingly in
Webpages, where the named entities had less context
and were different in nature from the named entities
in the training set. Our system significantly outper-
forms the current state of the art and is available to
download under a research license.

Apendix– wikipedia gazetters & categories

1)People: people, births, deaths. Extracts 494,699 Wikipedia
titles and 382,336 redirect links. 2)Organizations: cooper-
atives, federations, teams, clubs, departments, organizations,
organisations, banks, legislatures, record labels, constructors,
manufacturers, ministries, ministers, military units, military
formations, universities, radio stations, newspapers, broad-
casters, political parties, television networks, companies, busi-
nesses, agencies. Extracts 124,403 titles and 130,588 redi-
rects. 3)Locations: airports, districts, regions, countries, ar-
eas, lakes, seas, oceans, towns, villages, parks, bays, bases,
cities, landmarks, rivers, valleys, deserts, locations, places,
neighborhoods. Extracts 211,872 titles and 194,049 redirects.
4)Named Objects: aircraft, spacecraft, tanks, rifles, weapons,
ships, firearms, automobiles, computers, boats. Extracts 28,739
titles and 31,389 redirects. 5)Art Work: novels, books, paint-
ings, operas, plays. Extracts 39,800 titles and 34037 redirects.
6)Films: films, telenovelas, shows, musicals. Extracts 50,454
titles and 49,252 redirects. 7)Songs: songs, singles, albums.
Extracts 109,645 titles and 67,473 redirects. 8)Events: playoffs,
championships, races, competitions, battles. Extracts 20,176 ti-
tles and 15,182 redirects.

154
[Ratinov and Roth 2009]
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