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In-text classification


- Let's move to classifying within the text!
- Tasks you can do yourself, with the right heuristics or logistic regression features (or other NLP models)
Do it with a pretrained, off-the-shelf system as part of a larger system, especially for syntactic/semantic linguistic analyses

Tagging seq. of talkers

- Output: (ateg. per token
- Span classification 0

- Output: cater.
Relation classification
- Input:
- Output:

Targeted sentiment analysis


Word sense disambiguation
(4.3)

b. Prostitutes appeal to Pope
c. Drunk gets nine years in violin case ${ }^{2}$


## Part of speech tags

- Syntax = how words compose to form larger meaning-bearing units
- POS = syntactic categories for words
- You could substitute words within a class and have a syntactically valid sentence.
- Give information how words can combine.

- I saw the dog
- I saw the cat
- I saw the \{table, sky, dream, school, anger, ...\}

Schoolhouse Rock: Conjunction Junction
https://www.youtube.com/watch?v=ODGA7ssL-6g\&index=|\&list=PL6795522EAD6CE2F7

## Part of speech tagging <br> - I saw the fire today

- Fire!

$$
\begin{aligned}
& \text { a mbing } \\
& \text { Noun } \\
& \text { Vorb }
\end{aligned}
$$

## Open vs closed classes



## Why do we want POS?

- Useful for many syntactic and other NLP tasks.
- Phrase identification ("chunking")
- Named entity recognition (names = proper nouns... or are they?)
Syntactic/semantic dependency parsing
- Sentiment
- Either as features or heuristic filtering
- Esp. useful when not much training data


## POS patterns: simple noun phrases

- Quick and dirty noun phrase identification
http://brenocon.com/JustesonKatz 1995.pdf
http://brenocon.com/handler2016phrases.pdf

Grammatical structure: Candidate strings are those multi-word noun phrases that are specified by the regular expression $\left((A \mid N)^{+} \mid\left((A \mid N)^{*}(N P)^{?}\right)(A \mid N)^{*}\right) N$,


## POS patterns: sentiment

- Turney (2002): identify bigram phrases, from unlabeled corpus, useful for sentiment analysis.

(plus co-occurrence information) $\qquad$

Named entity recognition


Figure 1: Example illustrating challenges in NER.


## Useful features for a tagger

- Key sources of information:
- I. The word itself
- 2. Word-internal characters
- 3. Nearby words in a context window
- Context window features are used for ALL tagging tasks!


## Features for NER/POS

- Word-based features
- Word itself
- Word shape

- Contextual variants: versions of these at position $t-I, t-2, t-3 \ldots t+t, t$ $+2, \mathrm{t}+3 \ldots$

- External lexical knowledge but_at_t_tl"
- Gazetteer features: Does word/phrase occur in a list of known names?
- Other hand-built lexicons
- Word embeddings (next week)


## Gazetteers example

1)People: people, births, deaths. Extracts 494,699 Wikipedia titles and 382,336 redirect links. 2)Organizations: cooper-- $\uparrow$ atives, federations, teams, clubs, departments, organizations, organisations, banks, legislatures, record labels, constructors, manufacturers, ministries, ministers, military units, military formations, universities, radio stations, newspapers, broadcasters, political parties, television networks, companies, busi-〇 nesses, agencies. Extracts 124,403, titles and 130,588 redirects. 3)Locations: airports, districts, regions, countries, areas, lakes, seas, oceans, towns, villages, parks, bays, bases, cities, landmarks, rivers, valleys, deserts, locations, places, neighborhoods. Extracts 211,872 titles and $\sqrt{94,049}$ redirects. 4)Named Objects: aircraft, spacecraft, tanks, rifles, weapons, ships, firearms, automobiles, computers, boats. Extracts 28,739
 titles and 31,389 redirects. 5)Art Work: novels, books, paintings, operas, plays. Extracts 39,800 titles and 34937 redirects. 6)Films: films, telenovelas, show§, musicals. Extracts 50,454 titles and 49,252 redirects. 7)Songs: songs, singles, albums. Extracts 109,645 titles and 67,473 redirects. 8)Events: playoffs, championships, races, competitions, battles. Extracts 20,176 titles and 15,182 redirects.

Whot as o larelae

- Most frequent Class
- Sinere elfe's pretrand model

