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® Thanks for your exercises!

_ Vo Tolens
e
e Type/token ratioﬂw Now Ar‘/l’ej
° Hmday: Naive Bayes text
classification!
e Due Friday, 9/18
* Python tutorial in Tomas’ OH
e Wed 11:15am to 12:45pm
e See Piazza “logistics” post, as always

® Schedule: https://people.cs.umass.edu/
~brenocon/cs490a f20/schedule.html




text classification

® nput: some texté (e.g., sentence, document)
e output: a label y (from a finite label set)

® goal: learn a mapping function f from x to 'y
t—)
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text classification

® nput: some text x (e.g., sentence, document)
e output: a label y (from a finite label set)
® goal: learn a mapping function f from x to 'y

fyi: basically every NLP problem
reduces to learning a mapping function
with various definitions of x and y!



problem X

text from reviews (e.g.,

sentiment analysis {positive, negative}
(\/\/_\/\-/\/\/\ =
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topic identification documents {sports, news, health, ...}
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{Tolkien, Shakespeare,

; author identification books —
W emails {sia/m,@m}
... many more! @GN’» hm
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~ _—¥From European Union <info@eu.org>"

Please confirm to us that you are the owner of this very email address
with your copy of identity card as proof.

YOU EMAIL ID HAS WOM.&1 o,ooo,eog%z'o&me ONGOING EUROPEAN UNION
COMPENSATION ¥orseh VICT n: - ——
ONTACT US NOW VIA EMAIL: NOW TO CLAIM YOUR COMPENSATION
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label y: spam or not spam

we’d like to learn a mapping f such that
f(x) = spam

it =




f can be hand-designed rules

e f “won $10,000,000” in x, y = spam

o if “CS490A Fall 2020” in X, y = not spam
| — — —

what are the drawbacks of this method”?
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f can be learned from data
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® given training data (already-labeled Xy pairs)
learn f by maximizing the likelihood of the

training data
e

® this is known as supervised learning
S|
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training data:

) SEIEUREYY y (spam or not spam)
learn how to fly in 2 minutes spam
— " S——Ce=rry
send me your bank info spam
CS585 Gradescope consent poll not spam
click here for trillions of $$3$ spam
' /
... Ideally many more examples! i qf )#\ Se .(——

heldout data:;

X (email text) y (spam or not spam)
CS585 important update not spam
ancient unicorns speaking english!!! spam
<=
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training data:

X (email text) y (spam or not spam)
learn how to fly in 2 minutes spam
send me your bank info spam
CS585 Gradescope consent poll not spam
click here for trillions of $$$ spam

... Ideally many more examples!

heldout data:;

X (email text) y (spam or not spam)
CS585 important update not spam
ancient unicorns speaking english!!! spam

learn mapping function on training data,
measure its accuracy on heldout data
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porobabillity review

® random variable X takes value X with
orobability p(X = x) : shorthand p(x)
= N

= .
n [ = L} X = , Y = -
® joint probability: p(/j Y) (C(X=0A (\/f)»

e conditional probability: p(X =x| Y = y)
. 8 _( =xY=

- gp(Y=y)>
e whendoes p(X=x,Y=y)=pX=x)-p(Y =y)7
e

W‘Qd = plxly)= {x) -
SN
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probability of some input text

—_———

® goal: assign a probability to a sentence

c——/————

* sentence: sequence Of lokens
PWi, W, W3, oy W)
Wi W W3- Wa) PO <, WZAW ﬁ)

p(fhe cat “sleeps) > p(cat sleeps the) <7

— 7

e w. € V where Vis the vocabulary (types

® some constraints: Sebof ool 7eS
non—/ne)qativity for any weV pw) >0

probability Z 1
distribution, p(W) =

sums to 1 wevV
Q=




how to estimate p(sentence)?
A AV

PW, Wy, Wi, .u W) v 7R*OA \/‘(d\B

we could count all occurrences of the sequence

Wi, Wy, Wiy ooy W,

INn some large dataset and normalize by the number of
sequences of length n in that dataset

|how many parameters would this require?l

Z\/\% g%s\\o\p sufones




Wa o Ypr) = ﬁ:/:; (/v:” :_v'\:\ /
T Y Pl e = T FMM "
W vy chainrule ST
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- p(wi, W, W, ... W | y=K)

= p(w1 | y=K) ptwzrw-y=k) piweterwap. .
1z g 5190 s wywy 1)

naive Bayes’ conditional indepedence
el w- = ”assumptlon:. |
L the probability of generating a word is
independent of all other words  Hw Wiy, f%m?
(conditional on doc class

¢
n
T plfy) © V)
this is called the unigram probability.
what are its limitations®
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toy sentiment example
T

e vocabulary V. {i, hate, love, the, movie, actor}
® training data (movie reviews):
~—) * jhate the movie
> * llovethe movie
—7 e i hate the actor labels:
”\> e the movieilove posfuye
. . negative
* |love love love love love the movie
® hate movie
e | hate the actor i love the movie

st ; PKWI > WJ




bag-of-words representation

| hate the actor i love the movie



bag-of-words representation

| hate the actor i love the movie

word count N
| i 2'f
' hate 1 0
love 1
Pr the 2 |
movie 1

actor 1



bag-of-words representation

i hate the actor i love the movie

—

word count
i 2
hate 1
love 1
the 2
movie 1
actor 1

equivalent representation to:
actor i1 i1 the the love movie hate
— —

- 18 T —



naive Bayes

® represents input text as a bag of words

o
® assumption: each word is independent of all
\K
_other words

® given labeled data, we can use naive Bayes

to estimate pro lities for unlabeled data

e goal: infer probapwbution that
generated the labeled data for each label




which of the below distributions most
likely generated the positive reviews?

() p(wl L)

[ hate love the movie actor i hate love the movie actor

= o
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... back to our reviews

p(ilove love love love love the movie) ﬁ@y\ﬁj\#‘

= p(i) - plove)’ - p(the) - p(movie) Ve /
o — — /é;— A
= 000000 595~ s 000 Y eehrg
= 5.95374181e-7 = 1.4467592¢e-4
T | TEm————
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logs to avoid underflow

pwy) - p(wy) - p(W3) ... - p(w,)
can get really small esp. with large n

logH pw,) = 2 log p(w))

p() - p(love)’ - p(the) - p(movie) = 5.95374181e-7
log p(i) + 5log p(love) + log p(the) + log p(movie)
=-14.3340757538
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class conditional probabilities

Bayes rule (ex: x = sentence, y = label in {pos, neg})

p(y) - P(x|y)
p(x)

our predicted label is the one with the highest
posterior probabillity, i.e.,

p(y|x) =

23



class conditional probabilities

Bayes rule (ex: x = sentence, y = label in {pos, neg})

| prior likelihood
posterior p(y) - P(x| y)
p(y|x) =
p(x)

our predicted label is the one with the highest
posterior probabillity, i.e.,

y = arg max p(y) - P(x|y)
yeyY

what happened to

the denominator???
24



remember the independence assumption!

maximum a

posteriori j\/ — aI’g maX p(y) * P (-X | y )

(MAP) class ye Y

= arg max p(y) - HP(W\Y)

ey
Y WEX

= arg max log p(y) + Z log P(w]y)
yer WEX
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computing the prior...

| hate the movie

| love the movie

| hate the actor

the movie i love

| love love love love love the movie
hate movie

| hate the actor | love the movie

P(¥) lets us encode inductive bias about the labels

we can estimate it from the data by simply counting...
label y count p(Y=y) log(p(Y=y))
positive 3 0.43 -0.84

negative 4 0.57 -0.56
26



computing the likelihood...

p(X | y=positive) p(X | y=negative)
word count p(wly) word count p(wly)
i 3 0.19 | 4 0.22
hate 0 0.00 hate 4 0.22
love 7 0.44 love 1 0.06
the 3 0.19 the 4 0.22
movie 3 0.19 movie 3 0.17
actor 0 0.00 actor 2 0.11

total 16 total 18

27



p(X | y=positive)

word count p(wly) word
i 3 0.19 i
hate 0 0.00 hate
love 7 0.44 love
the 3 0.19 the
movie 3 0.19 movie
actor 0 0.00 actor
total 16 total

new review Xnew: lOve love the movie

log p(X ey | POSItive) = )" log p(w| positive) =

weX

new

log p(X,,e,, | NEQAtIVE) = — 8.91
28

count
4
4

18

p(X | y=negative)

p(wly)
0.22

0.22
0.06
0.22
0.17
0.11

—4.96



posterior probs for Xnew

log p(positive | X..,,) « log P(positive) + log p(X,.,, | POSItive)
=—-0.84—-496 =-5.80

log p(negative | X)) «x —0.56 —8.91 = —9.47

What does NB predict?

29



word likelihood ratios
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what if we see no positive training documents
containing the word “awesome”?

p(awesome | positive) = 0

32



Add-1 (Laplace) smoothing

count(w;, y)
Zwev count(w, y)

unsmoothed P(w;|y) =

count(w,y) + 1
smoothed P(w;|y) = 0% Y)

X oy count(w, y) + | V|

what happens if we do
add-o smoothing as « increases”?
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