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Encoder RNN

Sequence-to-sequence: the bottleneck problem

Encoding of the
source sentence.
This needs to capture all Target sentence (output)
information about the A
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‘you can’t cram the meaning
of a whole %&@#&ing
sentence Into a single

$*(&@ing vector!”

— Ray Mooney (famous NLP professor at UT Austin)



Encoder RNN

idea: what if we use multiple vectors?
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Instead of:

les pauvres sont démunis =

Let’s try:
les pauvres sont démunis =

(all 4 hidden states!)




The solution: attention

* Attention mechanisms (Bahdanau et al.,
2015) allow the decoder to focus on a

particular part of the source sequence at
each time step

Conceptually similar to word alignments in earlier
MT models

For MT, can model differences in word order
between languages



How does it work"?

® |n general, we have a single query vector and
multiple key vectors. We want to score each
guery-key pair
e Attention score based on query-key
similarity
e New representation = softmax-weighted
average of token embeddings
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On this decoder timestep, we’re

mostly focusing on the first
encoder hidden state (”/es”)

Take softmax to turn the scores

into a probability distribution
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Use the attention distribution to take a
weighted sum of the encoder hidden
states.

The attention output mostly contains
information the hidden states that
received high attention.
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Concatenate attention output

y, <— with decoder hidden state, then

use to compute ¥y, as before
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Many variants of attention

¢ DOt prOdUCt: Cl(q, k) — qu Luong et al., 2015
@k =9
e Scaled dot product: Aq,K) = N3 Vaswani et al., 2017

e Attention score based on query-key similarity

e New representation = softmax-weighted
average of token embeddings



Attention is great

e Attention significantly improves NMT performance

* |t’s very useful to allow decoder to focus on certain parts of the source

e Attention solves the bottleneck problem

* Attention allows decoder to look directly at source; bypass bottleneck

e Attention helps with vanishing gradient problem

* Provides shortcut to faraway states

0
* Attention provides some interpretability ) g g E
* By inspecting attention distribution, we can see 2 8833
what the decoder was focusing on > The
* We get alignment for freel poor |
don’ t

* This is cool because we never explicitly trained
an alignment system

have

* The network just learned alignment by itself any

money




Self-attention
just for one sentence

Predictions went the

Contextualized
embeddings

Transformer
Network

Word
embeddings

Masked Input I [MASK] to [MASK]  store

Fig. 3. A high-level illustration of BERT. Words in the input sequence are
randomly masked out and then all words are embedded as vectors in RY.
A Transformer network applies multiple layers of multiheaded attention
to the representations. The final representations are used to predict the

identities of the masked-out input words. [Mann/ng et a/ . 2020]



https://www.pnas.org/doi/10.1073/pnas.1907367117

BERT

e “Bidirectional encoder representations from Transformers”

e Transformer: a "self-attention" neural net architecture that infers
context-aware token embeddings

* Bidirectional: Pretraining with a masked LM, predicting missing
word(s) from rest of words in sentence

e Usage

* 1. Pretrain the network via masked language model on a large
COrpus

* 2. Fine-tune: further learn better parameters for a specific task,
e.g. classification
e BERT (+ variants) are really useful, and work because they
earn both word embeddings and linguistic structure from
oretraining

* many implementations:
https://huggingface.co/docs/transformers/index



https://huggingface.co/docs/transformers/index

What does BERT learn?

Head 8-10 Head 8-11 Head 9-6
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Possessive pronouns and apostrophes most attend to
the head of the corresponding NP 80.5% of the time.

Passive auxiliar¥ verbs most attend to the verb
they modify 82.5% of the time.

Coreferent mentions most attend to their
antecedents 65.1% of the time.

with with

Kim Kim joining joining
today today peace peace
as as talks talks
she ;she between between
got / got Israel Israel
some ;" some and and
expert / expert the the
opinions opinions Palestinians Palestinians
on—+F—on ) )
the—f——the The The
damage / damage negotiations negotiations
to-/ to are are
her! her
home home

[CLS] [CLS]
many - many But- But
employees, employees in in
[CLS], [CLS] are * > are [CLS] [CLS] the the
Not. Not working, \ kz""«working This This absence- absence
his<\ his aty\| market market of « of
' . \ has- has panicky panicky
autograph: »autograph . = been been trading trading
A\ ’ . gianty \\\ very very N .
power-hitter. -\ power-hitter  Renton badly badly its -/ its
McGwire « - ~McGwire ) damaged damaged presence/ ~presence
'SENNNCN's Wash. was </ was
y N 2 " 2 never- ) never
[SEP] ————A[SEP] plant [SEP] \[SEP] overtly 4 overtly
felt! ~felt
[SEP] [SEP] \[SEP]
Fig. 6. Some BERT attention heads that appear sensitive to linguistic phenomena, despite not being explicitly trained on linguistic annotations. In the

example attention maps, the darkness of a line indicates the size of the attention weight. All attention to/from red words is colored red; these words are
chosen to highlight certain of the attention heads’ behaviors. [CLS] (classification) and [SEP] (separator) are special tokens BERT adds to the input during
preprocessing. Attention heads are numbered by their layer and index in BERT. Reprinted with permission from ref. 59, which is licensed under CC BY 4.0.
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What does BERT learn?

e BERT is typically the highest accuracy way to predict POS,
syntax, NER, etc.

e |f you use multiple layers to predict linguistic structures, what
layers encode the information?
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Figure 2: Layer-wise metrics on BERT-large. Solid
(blue) are mixing weights sg) (§3.1); outlined (purple)
are differential scores Ag) (§3.2), normalized for each

task. Horizontal axis is encoder layer. |7 [ Tenn ey et GI., 20 I 9]



https://aclanthology.org/P19-1452/

What does BERT learn?

follow social media transitions on Capitol Hill

Figure 1: Parameter-free probe for syntactic know-
ledge: words sharing syntactic subtrees have larger
impact on each other in the MLM prediction (Wu et al.,
2020).

8 [Rogers et al., 2020]



https://aclanthology.org/2020.tacl-1.54/

Using BERT

®* You get
* Per-token embeddings
* Multiple layers of embeddings (!)
 Embedding for per-sentence “|CLS]” symbol

e Use as input for tasks

* Fine-tuning: add a prediction head, then
backprop through the actual BERT model itself

 The transformer network (with fine-tuned
parameters) is your final classifier/tagger

 |ess common: directly use embeddings




Byte pair encoding (BPE)

e BERT is a neural LM designed to be used on arbitrary text later. But what should
the vocabulary be?
e Deal with rare words / large vocabulary by using subword tokenization
* Initial analysis step iteratively merges frequent character n-grams to form the vocabulary
e Confusing name comes from data compression literature - not actually about bytes for us
* Poor tokenization can cause many problems in practice

system sentence

source health research institutes
reference Gesundheitsforschungsinstitute
WDict Forschungsinstitute

C2-50k Folrs|chlun|gs|in|st|it/ut/i0/ne/n

BPE-60k Gesundheits|forschjungsinstitu/ten
BPE-J90k | Gesundheits/forschjungsin|stitute

source asinine situation

reference dumme Situation

WDict asinine situation — UNK — asinine
C2-50k as|in|in/e situation — As|in|en|si/tu/at/iojn

BPE-60k as|in|/ine situation — A/in|line-|Situation
BPE-J90K | as|in|ine situation — As|in/in-|Situation

20 Sennrich et al., ACL 2016




Application

e Fine-tuned BERT is one of the most accurate ways to train a
text classifier or tagger if you have a moderate (>100) amount
of labeled data

e "BERT" sometimes means the original release, but
sometimes means the general class of models (!)

e Many pretrained BERT-like, MLM-trained models are available
 RoBERTais a good, general-purpose one
« mMBERT and XLM-R: multilingual models

 Many specific languages or language families (AfriBERTa,
LatinBERT, ...)

 Many domains (LegalBERT, BERTweet, SciBERT, ...)

e (Check out HuggingFaces’ examples
e https://huggingface.co/transformers/examples.htmi

21


https://huggingface.co/transformers/examples.html

SentenceBERT

e Also there are many released BERT-likes

tuned for specific tasks - sentiment, T
toxicity, etc. cosine-sim(u, v)

e SentenceBERT is worth mentioning: P
designed to encode sentences to : :
embedding vectors Pooing pooing
o (Cosine similarity often works very BERT BEfRT

We| |l Sentence A Sentence B
e [he modelis trained to give h|gh Figure 2: SBERT architecture at inference, for exam-

ple, to compute similarity scores. This architecture is

COS| Nne S| m | |ar|ty tO h uman-an nOtated also used with the regression objective function.
pairs of similar sentences

e https://sbert.net/

[Reimers and Gurevich, 201 9]
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Sentence-BERT:%20Sentence%20Embeddings%20using%20Siamese%20BERT-Networks

Challenges

e Many issues
e Bidirectional models can't generate
o BERT fails to model plenty of tricky phenomena

 How to collect a large pretraining corpus? \What
apout low resource languages”

e Why does all this work?7??

e On the other hand... these models are useful,
and often, really the best option
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