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Upcoming

• This week: starting HW2
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 General NLP problem

 Input: some text x ( e.g. sentence, document)

 Output: a label y (from some finite label set)

 Goal: learn a mapping function f  from x to y
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 What is a dataset?

 A collection of texts and metadata



 Text sources can be used in many ways

 Text Unit
 · Full Volume

 Metadata / Label Examples
 · Author, Translator
 · Genre, Literariness
 · Publication Year
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 Text Unit
 · Full Volume
 · Passage

 Metadata / Label Examples
 · Author, Translator
 · Genre, Literariness
 · Publication Year
 · Elapsed Narrative Time
 · Event Depiction
 · Sarcasm, Irony, Suspense
 · Memorability
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 Text sources can be used in many ways

 Text Unit
 · Post
 · Interaction
  (Post + Replies)

 Metadata / Label Examples
 · Popularity, Controversy
 · Topic / Post Type
 · Shared News Source
 · Agreement / Disagreement
 · Moderator Intervention
 · Condescending Language Use



 Where to get datasets?

	 Off the shelf  Build from
  scratch
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 Q: What are the pros & cons of each
	 strategy?



 Off - the - Shelf Datasets

 There are many publicly available datasets.

 · https://huggingface.co/datasets
 · https://nlpprogress.com/
 · https://index.quantumstat.com/#dataset



 Middle ground: Augmentation & Curation

 Off the shelf  Build from
  scratch



 Middle ground: Augmentation & Curation

 Off the shelf  Build from
  scratch

 · Use a subset of the texts based on metadata, content, etc.
 · Combine texts from multiple data sources
 · Align text and metadata from different sources
 · Add new labels to an existing dataset



 Example: CMU Movie Summary Corpus

 Dataset: 42,306 movie plot summaries extracted from Wikipedia
 +aligned metadata extracted from Freebase

 http://www.cs.cmu.edu/~ark/personas/



 So you want to collect some data

 1. Is it ethical to collect this data?
 2. Is this data publicly available?
 3. Is this data protected by copyright?



 U.S. Public Domain

 Published works enter the public domain 95 years after their first
 publication date (in the U.S.)

 As of this year, works published in 1925 entered the US public domain!



 How to collect data?

 · Digitization & Transcription
 · APIs
 · Bulk downloads / database dumps
 · Web scraping



 Digitization

 Watch out for OCR errors!



 APIs

 Some examples:
 · (now mostly closed) Twitter: twitter- api
 · (now mostly closed?) Reddit: pushshift.io  

Big problem: value of data and questions about tech company scrutiny



 Q: What are the incentives for maintaining
	 APIs?
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 Bulk Downloads

 Wikipedia: dumps.wikimedia.org/
 Court Listener: courtlistener.com/api/bulk - info/



 Web Scraping Responsibly

 Be considerate
 · Check Terms of Service
 · Check for robots.txt
 · Use low request rates



 Books



 Wikipedia derived datasets

 Wikitext : High quality subset of Wikipedia pages.

 WikiMatrix : Parallel sentences (across languages) of Wikipedia

 SQUAD: Question - answer dataset that relies on Wikipedia text



 There’s no such thing as raw data.




