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CMPSCI 383  
Nov 17, 2011!

Artificial Neural Networks"
and Nonparametric Methods"
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Todayʼs lecture"

•  How the brain works (!)!
•  Artificial neural networks!
•  Perceptrons!
•  Multilayer feed-forward networks!

•  Error backpropagation algorithm!
•  Nonparametric methods!

•  Nearest neighbor models!
•  Nonparametric regression!
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How the brain works"

•  Remains a great mystery of science!!
•  Basic component: the neuron.!
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The brain and the digital computer"

Even though a computer is a million times faster in raw switching 
speed, the brain ends up being a billion times faster at what it does."

“Massive parallelism”!
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Artificial Neural Networks"

•  Also called: neural networks, connectionist 
systems, neuromorphic systems, parallel 
distributed processing (PDP) systems, etc."

•  Networks of relatively simple processing 
units, which are very abstract models of 
neurons; the network does the computation 
more than the units.!
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Neuron-like units"
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Typical activation functions"
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A useful trick"

€ 

a j = stept ( wi, jai)
i=1

n

∑ = step0( wi, jai)
i=0

n

∑

where!

€ 

w0, j = t
a0 = −1

So we can always!
assume a threshold of 0!
if we add an extra input!
always equal to –1!
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NNs and logic"

Units with step function activation functions!

McCulloch and Pitts, 1943: showed that whatever!
you can do with logic networks, you can do with!
networks of abstract neuron-like units.!
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Network structures"

•  Feed-forward vs. recurrent networks!
•  Multi-layer feed-forward networks!

Input nodes! Hidden nodes!

Output node(s)!
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Network structures"
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Perceptrons"

•  Name given in 1950s to layered feed-forward networks.!

O = Step0( Wj Ij)
j
∑  

  = Step0(W ⋅ I)
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What can perceptrons represent"

•  Only linearly separable functions!
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In three dimensions"
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Perceptrons vs. Decision trees"

Majority function with 11 inputs! WillWait from restaurant example!
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Multilayer feed-forward nets"
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Representing complicated functions"

A single logistic unit!
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Back-propagation learning"

€ 

Errk = k th  component of y −hw
w j,k← w j ,k +α × a j × Errk × ʹ′ g (ink )

letting Δ k = Errk ʹ′ g (ink ) this becomes
w j,k← w j ,k +α × a j × Δ k

To update weights from hidden units to output unit!

k j 

€ 

w j,k

output unit!hidden unit!
i 

€ 

wi, j

input unit!
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Back-prop contd."

To update weights from input units to hidden units!

€ 

Δ j = ʹ′ g (in j ) w j ,kΔ k
k
∑

wi, j← wi, j +α × ai × Δ j

k j 

€ 

w j,k

output unit!hidden unit!
i 

€ 

wi, j

input unit!
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Back-prop as gradient descent"

€ 

Err = (yk − ak )
2

k
∑

sum squared error!

An error surface for net with!
linear activation functions!

If nonlinear, much more !
complicated: local minima!
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Multilayer net vs. decision tree"
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Comments on network learning"

•  Expressiveness: given enough hidden units, 
can represent any function (almost).!

•  Computational efficiency: generally slow to 
train, but fast to use once trained.!

•  Generalization: good success in a number of 
real-world problems.!

•  Sensitivity to noise: very tolerant to noise in 
data!
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Comments contd."

•  Transparency: not good!!
•  Prior knowledge: not particularly easy to 

insert prior knowledge, although possible.!
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Nonparametric Methods"

•  Parametric model: a learning model that has  
a set of parameters of fixed size!
•  e.g., linear models, neural networks (of fixed size)!

•  Nonparametric model: a learning model 
whose set of parameters is not bounded!
•  Parameter set grows with the number of training 

examples!
•  e.g., just save the examples in a lookup table!



25 

Nearest Neighbor Models"

•  K-nearest neighbors algorithm:!
•  Save all the training examples!
•  For classification: find k nearest neighbors of the 

input and take a vote (make k odd)!
•  For regression: take mean or median of the k 

nearest neighbors, or do a local regression on 
them!

•  How do you measure distance?!
•  How do you efficiently find the k nearest 

neighbors?!
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Distance Measures"

€ 

Minkowski distance

Lp (x j ,xq ) = x j,i − xq,i

p

i
∑
⎛ 

⎝ 
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⎠ 
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1/ p

€ 

p =1  Manhattan distance
p = 2  Euclidean distance

Hamming distance for Boolean attribute values
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k-nearest neighbor for k=1 and k=5"



28 

Curse of Dimensionality"

In high dimensions, the nearest points tend to be far away.!
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Nonparametric Regression"



30 

Locally Weighted Regression"

€ 

w* = argminw K(Distance(xq ,x j ))(y j −w⋅ x j )
2

j
∑
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Summary"

•  How the brain works (!)!
•  Artificial neural networks!
•  Perceptrons!
•  Multilayer feed-forward networks!

•  Error backpropagation algorithm!
•  Nonparametric methods!

•  Nearest neighbor models!
•  Nonparametric regression!
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Next Class"

•  Learning Probabilistic Models!
•  Secs. 20.1 – 20.4!


