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ABSTRACT

One of the important optimization questions in highly parallel systems is the problem of assigning computational resources to communicating tasks. While scheduling tasks/operators, tasks assigned to nearby resources (e.g., on the same CPU core) have low communication costs, whereas tasks assigned to distant resources (e.g., on different server racks) have high communication costs. An optimal solution of task to resource assignment minimizes the communication cost of the task ensemble while satisfying the load balancing requirements. We model such an optimization question of minimizing communication cost as a new class of graph partitioning problems called hierarchical graph partitioning.

In hierarchical graph partitioning we are given a graph $G = (V, E)$, vertices representing the tasks and edges representing the communication among the vertices. We are also given vertex demands $d : V(G) \rightarrow \mathbb{R}^+$ denoting the processing load of each task and edge weights $w : E(G) \rightarrow \mathbb{R}^+$ denoting the amount of communication and our goal is to decompose $G$ into $k$ parts/servers of nearly equal weight (for load balancing) and minimize the total cost of the edges being cut (communication cost). However, unlike traditional $k$-balanced graph partitioning where the cost of an edge cut is independent of the parts containing the two respective end vertices, here the cost varies with the distance of the servers corresponding to the two parts. Since, the servers are generally arranged in a hierarchy, distance is given by a tree metric. In this paper, we initiate the study of hierarchical graph partitioning problem and give efficient algorithms with approximation guarantee. Hierarchical graph partitioning is a significant generalization of graph partitioning problem and faithfully captures several practical scenarios that have served as major motivating applications for graph partitioning.
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1. INTRODUCTION

The research in this paper is motivated by practical problems encountered in optimizing a parallelized data stream processing system such as TidalRace at AT&T [12]. Such a system consists of a collection of streaming inputs, a collection of streaming outputs, and a DAG of processing tasks between the inputs and outputs. A modern commodity server will have 64 or more cores available for executing these tasks, often configured with four CPU sockets, eight cores per CPU socket, and two virtual cores per actual core through the use of hyperthreading. A modern parallelized operating system such as Linux will schedule a ready task on any available CPU core. Although a modern operating system will exhibit some locality preferences in its scheduling decisions, we found that we could significantly improve performance (i.e., maximum throughput) by pinning tasks to particular cores, and thus ensure that tasks execute on cores with warm memory caches. We further observed that we could further improve performance by pinning tasks with high communication volumes on nearby cores.

Tasks which are pinned to the same core (or pair of hyper-threaded cores) have a low communication cost because they share L1 through L3 caches. Ideally, we would pin all strongly communicating tasks to the same core. However, we face a scheduling constraint: a task has a CPU demand, which we can describe as a fraction of the CPU core that it will use. If we try to oversubscribe a CPU core’s resources, the tasks pinned to that core will not be able to keep up with their workload and will drop data in an uncontrolled fashion.

Tasks on more “distant” cores have higher communication costs. For example, task pinned to cores on the same CPU socket will share the same L3 cache, while tasks pinned to cores on different sockets share only the same memory backplane. Our goal is therefore to pin tasks to cores in a way that does not oversubscribe any core but which minimizes overall communication costs.
The stream optimization problem can also be seen in the context of task placement in distributed streaming systems such as IBM’s InfoSphere Stream of Facebook’s Storm [11].

We study the hierarchical graph partitioning problem which models the optimization problem of minimizing communication cost while placing communicating tasks in such distributed environment. Hierarchical graph partitioning is a generalization of the well-studied k-Balanced Graph Partitioning (k-BGP) problem.

In the k-BGP, the given graph is broken into k parts with nearly equal number of vertices such that the edges across the parts are minimized. When k = 2, one obtains the famous Minimum Bisection problem; this NP Hard problem has played an instrumental role in the study and development of approximation algorithms [3, 5, 9, 19, 24]. However, in these problems, one assumes a uniform metric, that is the cost of cutting an edge is same independent of which parts the two end points belong to. This model is not realistic in distributed streaming systems where natural hierarchy is observed among the resources.

The hierarchical graph partitioning (HGP) problem is defined as follows. We are given a hierarchy tree (H) with k leaves that correspond to CPU cores with same capacity to which we assign tasks. Each non-leaf node represents a group. For example, in task scheduling, a set of leaves with common parent corresponds to a set of cores having the same CPU socket. Apart from H, we are given a graph $G = (V, E)$, $|V| = n$, where each node $v \in V$ has a demand $d(v)$ and each edge $e = (u, v) \in E$ has weight $w(e)$. Our goal is to assign each node of $G$ to a leaf of $H$ such that the following holds.

Let us denote the root of $H$ as $r_H$ and define the level of a node to be the number of edges in the unique path between the node and $r_H$. If a node is at level $j$ in $H$ we refer to it as a Level-(j) node. We assume that $H$ is regular at each level meaning that every Level-(j) node has exactly $\text{DEG}^{(j)}$ children and the height of $H$ is $h$. Such regularity assumption captures the most common modern scenarios.

Each level $j$ in $H$ is assigned with cost multiplier $cm(j)$ where $cm(i) \geq cm(i + 1)$ for all $i \in \{0, \ldots, h - 1\}$. For two leaves $a_H$ and $b_H$ of $H$, let $l_{CAH}(a_H, b_H)$ be the level of the lowest common ancestor of $a_H$ and $b_H$. A solution to the HGP problem is a function $p : V(G) \rightarrow \text{LEAVES}(H)$ which assigns each node of $G$ to a leaf in $H$ such that

$$\forall l \in \text{LEAVES}(H), \sum_{p(v) = l} d(v) \leq 1,$$

which minimizes cost $c(p)$ where

$$c(p) = \sum_{u, v \in V(G), u \neq v} cm(l_{CAH}(p(u), p(v))) \cdot w((u, v)).$$

(1)

Here we assume that the capacity of leaves of $H$ is normalized to one. Note that the k-BGP problem is the special case of HGP where $H$ has height 1 in which $cm(0) = 1$ and $cm(1) = 0$ and each node of $G$ has demand $\frac{1}{2}$.

1.1 Related Works

The minimum bisection (MBS) is a central problem in design and analysis of approximation algorithms. An $(\alpha, \beta)$-bicriteria approximation algorithm for this problem gives a solution whose cut size is at most $\alpha$ times the size of an optimal solution but violates the size constraint of each section by at most factor $\beta$.

The $O(\log n)$, [1.5] bi-criteria approximation by Leighton and Rao [19], as well as the improvement to $O(\sqrt{\log n})$, [1.5] by Arora et al. [3], are seminal papers. Recent work by Rücker [24] obtains an elegant $O(\log n)$ (true) approximation for this problem improving upon the previous bound of $O(\log^{1.5} n)$ by Feige and Krauthgamer [9]. Finally, different inapproximability results shown in the sequence of papers [5, 14, 16] relate MBS to the unique games conjecture and to refuting random 3SAT formulas, and have transformed the area.

The k-BGP appears as a natural generalization of MBS and has also been an active area of study. No true approximation that does not violate the “balanced” constraint is possible unless P=NP [1]. Leighton et al. [18] and Simon and Teng [25] achieved an $O(\log k \log n)$, 2-bicriteria approximation. Later works improved the first criterion of the approximation to $O(\log n)$ [8] and finally to $O(\sqrt{\log k \log n})$ [17]. However, all these came at a price of factor 2 violation in the balanced constraint. The first improvement in that regard was achieved by Andreev and Räcke [1] who showed a $O\left(\frac{\log n}{\alpha^2} \cdot (1 + \epsilon)\right)$ approximation bound that was finally improved to $O(\log n, (1 + \epsilon))$ by Feldmann and Foschini [10].

Metric embedding problems are another class of closely related problems to HGP. The metric labeling problem is a generalization of graph partitioning problem where in addition there is a cost for labeling vertices to parts. Starting from the seminal paper of Kleinberg and Tardos [15], there has been a long line of works considering several variants of the problem. Naor and Schwartz [21] introduced balanced metric labeling in which each label has a capacity $l$, and additionally the semimetric on the labels is uniform. Naor and Schwartz [21] gave an $O(\log n)$, $O(\min\{l, \log k\})$-bicriteria approximation algorithm for the problem. Capacitated metric labeling is a generalization of balanced metric labeling where labels can have arbitrary capacity and the metric may not be uniform. When the number of labels is fixed Andrews et al. [2] gave a $O(\log n)$ approximation algorithm for capacitated metric labeling.

The HGP problem is also extensively studied from the non-theory perspective and different heuristics have been proposed. Walshaw and Cross [29] develop algorithms for what they call the mapping problem, which is similar to the HGP problem, except it allows mapping an arbitrary task graph $G$ onto an arbitrary architecture graph. The cost function used is identical. Another approach called “dual recursive bipartitioning” to the mapping problem was developed in Pellegrini [22]. The technique uses recursive bisection of both the task graph and the processor graph while minimizing a similar cost function. More recently, Moulis and Karypis [20] work on a class of algorithms called “Architecture-Aware Partitioning Algorithms”, in which the task graph is mapped onto nodes of an arbitrary architecture graph. Their algorithm starts with an initial partition and iteratively refine the partition in order to minimize objective functions such as communication time or total time. A hierarchical architecture graph for mapping tasks has also been studied in several other works [4, 26, 27]. There are a number of commonly-used graph partitioning softwares used for HGP type problems such as Zoltan[7], SCOTCH [23], JOSTLE [28], PARPART [6], etc.

1.2 Results and Techniques

In this section we precisely introduce our result and give a summary of our techniques. There is no true approximation algorithm which does not violate the capacity constraint of the leaves of $H$ for HGP as such bounds are not realizable even for k-BGP, which is the special case of HGP when $h = 1$, unless P=NP [1]. Therefore we need bicriteria approximations.

**Definition 1** An $(\alpha, \beta)$-bicriteria approximation algorithm for the HGP problem gives a solution which violates the capacity of the
leaves of $H$ by at most factor $\beta$ and has cost at most $\alpha$ times the cost of an optimal solution which has no capacity violation.

Our main result is the following.

**Theorem 1** For any positive real value $\epsilon$ there is an $(O(\log n), (1 + \epsilon) \cdot (1 + h))$-bicriteria approximation algorithm for HGP when height $h$ is constant.

The factor $(1 + \epsilon)$ blow out in the capacity constraint is the standard consequence of rounding the demands of the nodes of $G$ which is similar to the Knapsack problem. As one may notice height of tree $H$ is the source of difficulty in our algorithm as we require it to be constant and there is $(1 + h)$ factor in the second criterion. Remember that MBS and $k$-BGP are the special cases of HGP when height $h$ is equal to one. In the following we argue that the usual techniques used in MBS and $k$-BGP cannot be generalized for HGP even when $h$ is equal to two. In fact we show that when $h$ is equal to two the states of the dynamic programs used in the two problems can be exponential and hence we expect increasing height $h$ makes HGP significantly harder. At the best of our knowledge this is the first paper which deals with such a multiple hierarchy partitioning problem in a theoretical setting. Finally we note that the $O(\log n)$ factor blow loss in the cost, the first criterion, is the standard consequence of embedding $G$ into a distribution of trees.

The general framework for solving packing problems such as MBS and $k$-BGP has two steps. The first step is to embed the graph into a distribution of trees using Räcke’s hierarchal decomposition for congestion minimization [24]. The embedding guarantees that the cut size of each subset of nodes in the graph is closely approximated with the expected cut size of the corresponding nodes in the distribution of trees. Using this property it can be proved that solving the packing problem for trees suffices to solve the problem for general graphs but with an extra $O(\log n)$ factor blow up in the approximation factor. The second step is to solve the packing problem for trees using a dynamic program. The main idea of the dynamic program is to solve the same problem for each sub-tree of the tree and combine them to get the final result. For example in the $k$-BGP problem it is only important to keep track of how much each partition is filled when solving the problem for each sub-tree. Therefore, two sub-problems can be combined if no partition overflows using the state of the partitions in each sub-problem. If the capacity of each partition is $\frac{1}{k}$ then there are at most $\frac{1}{k}$ different states for each partition. By allowing a rounding error of $\epsilon$ we can assume that there are at most $\frac{1}{k}$ different states for each partition. Therefore, if for each state $s$ we keep how many partitions are in state $s$, the overall states of all the partitions can be kept in $k^{1/\epsilon}$.

Our algorithm also has the same two steps. In the first step we extend the paradigm of [2, 24] to round the graph into a probability distribution of decomposition trees for the case when we have multiple levels. The main genuine idea of this paper is dealing with the second step. The standard techniques described above for the second step is not applicable to HGP even when there are only two levels in the hierarchy tree as the number of different states can be exponential in $n$. Our main idea here is to relax the problem in a way which causes the violation in the capacity constraints but makes the problem tractable. We explain this idea more carefully in the following.

First we describe the standard framework which is usually used for the bin packing type problems first introduced in [13]. We show that although this framework can be applied well to the $k$-BGP problem, it does not work for the HGP problem. Consider the problem in which we want to pack $n$ items $a_1, a_2, \ldots, a_n$ each has demand one into $m$ bins all with the same size $B$. The idea of the framework of Hochbaum and Shmoys [13] is to maintain the state of the bins after packing the first $n'$ items by a $B$-dimensional vector $\alpha$ whose $i$th entry specifies how many bins are filled with exactly $i$ items. Hence, the problem can be solved efficiently by a dynamic programming over subproblems $bp(\alpha, n')$ which returns true if the first $n'$ items can be packed into the bins such that $\sum_i \alpha_i$ is equal to $m$. Because there are exponentially many different values $(m^B)$ for $\alpha$, instead of solving for the exact portion each bin is packed; for each bin they maintain if it is filled in the range \((1 + \epsilon)^{-1} \cdot B, (1 + \epsilon) \cdot B\) for $j \in O(\log \frac{m}{\epsilon + 1} + \frac{1}{\epsilon})$ where $\epsilon$ is a fixed constant. This way there are only $O(\log \frac{m}{\epsilon + 1} + \frac{1}{\epsilon})$ different states for each bin which is a constant number. Therefore the total number of different values for $\alpha$ is $m^{(1/\epsilon + 1) + \frac{1}{\epsilon}}$, which is polynomial in the size of the input but they violate the capacities by factor $(1 + \epsilon)$.

We can apply this framework to the HGP problem and maintain the states of the leaves of $H$. However, even for the case when height of $H$ is two there is a major issue. Suppose $H$ has height 2 and each Level-$(1)$ $H$-node has DEG\(^1\) children which are leaves of $H$, all having the same capacity. In order to maintain the state of each leaf we need to maintain how much it is filled and moreover to which Level-$(1)$ $H$-node it belongs.

In order to avoid the above subtlety we define mirror functions. Let $\text{SUB}(a_H)$ be the subtree induced by node $a_H$ in tree $H$. For a solution $p : V(G) \rightarrow \text{LEAVES}(H)$ we define its mirror function $P : V(H) \rightarrow 2^{V(G)}$ where for each $H$-node $a_H \in V(H)$,

$$P(a_H) = \{v \in V(G) | p(v) \in \text{SUB}(a_H)\}. \tag{2}$$

We show that cost of solution $p$ can be rewritten using mirror function $P$ as

$$c(P) = \sum_{j=1}^{m} \sum_{a_H(j) \in V(H)} w(\text{cut}(P(a_H(j)))) \cdot \frac{cm(j) - cm(j)}{2}. \tag{3}$$

where $a_H(j)$ is a Level-$(j)$ $H$-node and $\text{cut}(P(a_H(j)))$ is the minimum cut separating $P(a_H(j))$ from the rest of the leaves. This way, cost of $p$ depends only on $\text{cut}(P(a_H))$ for $a_H \in V(H)$.

Suppose we want to solve HGP for rooted tree $T$. We build a partial mirror function $P_v$ for each node $v \in V(T)$ where $P_v$ is the same function as $P$ except it maps $H$-nodes to the leaves only at $\text{SUB}(v)$. Building a mirror function is also hard. Lets fix a Level-$(j)$ $H$-node $a_H(j)$ for which we want to find $P_v(a_H(j))$. In fact not only we have to find $P_v(a_H(j))$ we need to partition this set into at most DEG\(^j\) subsets and assign them to the children of $a_H(j)$. First we relax the condition that $P_v(a_H(j))$ has to be partitioned into at most DEG\(^j\) subsets by allowing it to be partitioned into any number of subsets as far as the total demand of each of them is $cp(j+1)$. Using the relaxed condition we prove a few structural results which at the end shows that there exists an optimal mirror function $P$ where for each node $v$ and each level $j$, there is at most one Level-$(j)$ $H$-node $a_H(j)$ (we refer to $P(a_H(j))$ as an $(v, j)$-active set) such that neither $P(a_H(j)) \supseteq \text{SUB}(v)$ nor $P(a_H(j)) \subseteq \text{SUB}(v)$ holds.

From the above conditions we note that it is just enough to maintain the status of $(v, j)$-active set for each Level-$(j)$. We use a dynamic programming to find the best solution which has at most one $(v, j)$-active set at each Level-$(j)$. The dynamic programming is involved since we need to keep the consistency among all the levels.

2. PRELIMINARY
In this section we introduce the required definitions which we use throughout the paper. We use subscript $H$ in order to refer to nodes or edges of $H$ but we drop the subscript for nodes or edges of $G$. We also note that proofs that are omitted due to page constraint can be found in a full version of the paper.

We call cost multiplier $cm$ is normalized if $cm(h) = 0$. The following lemma proves that an $\alpha$-approximation algorithm for HGP with a normalized cost multipliers can be changed to an algorithm with at most the same approximation factors for HGP with a general cost multipliers.

**Lemma 1** Let ALG be an $\alpha$-approximation algorithm for HGP which works only for normalized cost multipliers. Using ALG we can find algorithm ALG' which is an $\alpha$-approximation algorithm for HGP working for any cost multiplier.

In the rest of the paper we assume that the cost multiplier $cm$ is normalized and hence $cm(h) = 0$.

For a subset of nodes $P \subseteq V(G)$, we define $\text{cut}(P)$ to be the set of all edges that have one endpoint in $P$ and one endpoint in $V(G) \setminus P$. We use $\omega(\text{cut}(P))$ to refer to the sum of the weights of the edges in $\text{cut}(P)$. We use $\text{Sub}(a_H)$ to denote the subtree rooted at node $a_H$ in tree $H$.

Recall the definition of mirror function $P$ from Section 1.2. In the following lemma we show that the cost of solution $p$ and mirror function $P$ are the same.

**Lemma 2** The cost assigned to solution $p$ (shown in Equation (1)) is equal to the cost of its mirror function $P$ (shown in Equation (3)).

Working with mirror function $P$ as opposed to $p$ has the benefit that it exploits better the fact that graph $H$ is a tree. In fact we can build a solution to the HGP problem by building a mirror function as follows. At the start all the nodes in $G$ are assigned to the Level-(1) node of $H$ (which is root $r_H$) and hence $P(r_H) = V(G)$. After that, we partition nodes of $G$ into smaller sets which we refer to as Level-(2) sets. We assign each Level-(2) set to a Level-(2) node of $H$. Afterward, we take each Level-(2) set and partition it into smaller sets (Level-(3) sets) and assign them to the Level-(3) nodes. In the rest of the paper we work only with mirror functions and refer to them as solutions to the HGP problem.

### 3. HGP ON TREES

First we formally define the HGP problem on Trees (HGPT) where the objective is to partition only the leaves of a tree. Remember that the hierarchical separation tree $H$ is DEG$_H$ regular at each Level-(j), i.e., each H-node at Level-(j) has exactly DEG$_H$ children. Moreover the capacity of each Level-(h) H-node is one. We assign capacity $CP^{(j)}$ to each Level-(j) H-node ($a_H^{(j)}$) which is the total capacity of all the leaves in $\text{Sub}(a_H^{(j)})$. Because $H$ is regular at each level we have $CP^{(j)} = \prod_{h=0}^{h-1} \text{DEG}^{(h)}$. Remember that $cm$ is the cost multiplier for the different layers of hierarchical separation $H$.

**Definition 2** Let $T$ be a tree rooted at $r$ where each leaf $v$ of $T$ represents a job with demand $0 < d(v) \leq 1$. The function $p : \text{LEAVES}(T) \rightarrow \text{LEAVES}(H)$ where $\forall a_H \in \text{LEAVES}(H)$, $\sum_{v : p(v)=a_H} d(v) \leq 1$ is a solution to the HGPT problem.

Remember form Section 2 that from a mirror function $P$ we can uniquely define its corresponding solution $p$ to HGP and its cost is the same as $p$. Therefore, we refer to the mirror functions as solutions.

We note that solving HGP for only the leaves of a tree (as we defined in Definition 2) is more general than solving it for all its nodes. The later can be reduced to the former by adding a dummy leaf for each node and connecting them by an edge of infinity weight. As no partition separates a node from its dummy node, any solution partitioning only leaves in the modified tree can be transformed to a solution which partitions all the nodes in the original tree with the same cost. Moreover, every solution which partitions the nodes in the original tree defines a corresponding solution in the leaves of the modified graph with the same cost. Therefore, the optimal cost is the same in both trees.

Let tree $T$ be the communication graph where each of its leaves $v$ corresponds to a job and has demand $d(v)$. Remember that $CP^{(j)}$ is the capacity of each Level-(j) H-node and that each Level-(j) H-node has exactly DEG$_H$ children. Here we have $CP^{(h)} = 1$ and $CP^{(j)} = \prod_{h=0}^{h-1} \text{DEG}^{(h)}$ since $H$ is DEG$_H$ regular at each Level-(j).

An intuitive way of seeing a solution to the HGPT problem is the following. At the start we have a single set which is equal to LEAVES($T$) we assign this set to $r_H$ ($P(r_H) = \text{LEAVES}(T)$). Now we need to partition $P(r_H)$ into DEG$_H$ sets and assign each of them to a children of $r_H$ such that the total demand of each set is at most $CP^{(j)}$. Then we partition the set assigned to each children ($a_H^{(j)}$) of $r_H$ into DEG$_H$ sets each with total demand $CP^{(j)}$ and assign them to the children of $a_H^{(j)}$. More formally, at iteration $j$ for each Level-(j) H-node $a_H^{(j)}$ we partition $P(a_H^{(j)})$ into DEG$_H$ sets each with total demand at most $CP^{(j+1)}$. Let $S^{(j)}$ be a collection containing all the sets that are assigned to the Level-(j) nodes of $H$. In the following we show that knowing only $S^{(j)}$ for $0 \leq j \leq h$ is enough to rebuild a solution to the HGP problem since $H$ is DEG$_H$ regular at each Level-(j) and each Level-(j) H-node has capacity $CP^{(j)}$.

First, we formally redefine a solution to the HGPT problem as follows.

**Definition 3** A solution to the HGPT problem is a family of collections $S^{(0)}, S^{(1)}, \ldots, S^{(h)}$. We refer to $S^{(j)}$ as the Level-(j) collection where each $S^{(j)} \subseteq \text{LEAVES}(T)$ is a subset of LEAVES($T$). We refer to each $S^{(j)} \subseteq \text{LEAVES}(T)$ as the Level-(j) set. We need to have the following properties.

1. There is exactly one Level-(0) set in $S^{(0)}$.
2. For $j \in [h]$, all the Level-(j) sets form a partition of LEAVES($T$). i.e., no two Level-(j) sets intersect and $\bigcup_{S^{(j)} \subseteq \text{LEAVES}(T)} S^{(j)} = \text{LEAVES}(T)$.
3. The total demand of each Level-(j) set is at most $CP^{(j)}$.
4. For $j \in [h-1]$, each Level-(j) set is a refinement of at most $\text{DEG}^{(j)}$ Level-(j+1) sets, i.e each Level-(j) set is exactly equal to the union of at most $\text{DEG}^{(j)}$ Level-(j+1) sets from $S^{(j+1)}$.

Note that $\bigcup_{j=0}^{h-1} S^{(j)}$ forms a laminar family for LEAVES($T$). The cost of this solution is $\sum_{j=0}^{h-1} \sum_{S^{(j)} \subseteq \text{LEAVES}(T)} w_T(\text{cut}_T(S^{(j)})) \cdot cm^{(j+1)} - cm^{(j)}$ where $\text{cut}_T(S)$ for $S \subseteq \text{LEAVES}(T)$ is the minimum weight set of edges which separates the leaves in $S$ from the rest of the leaves in $T$. 
The following lemma shows that Definition 2 and Definition 3 are the same.

**Lemma 3** For each solution defined by Definition 2 we have a corresponding solution defined by Definition 3 with the same cost and for each solution defined by Definition 3 we have a corresponding solution defined by Definition 2 with the same cost.

In this section we prove the following theorem about the HGPT problem.

**Theorem 2** There is an algorithm for the HGPT problem on trees which finds a solution partitioning the leaves of the tree with optimal cost and violates the capacity of H-nodes at most by a factor of \((1 + h) \cdot (1 + e)\) where \(e\) is an arbitrary small positive value.

The structure of our proof is as follows. We relax the HGPT problem by removing bound \(\text{DEG}(j)\) on the total number of subsets form Constraint 4 of Definition 3. The optimal cost of the relaxed HGPT problem is less than the optimal cost of HGPT as there are less constraints. We solve the relaxed HGPT problem in polynomial time by a dynamic programming. Finally we show that we can change a solution to the relaxed HGPT problem to a solution of HGPT by violating the demand constraint (Constraint 3 in Definition 3) by a factor of at most \((1 + h)\), i.e., each Level-(j) set has the total demand of at most \((1 + h) \cdot \text{CP}(j)\).

**Definition 4** A solution to the Relaxed Hierarchical Graph Partitioning on Tree (RHGPT) problem is a family of collections \(S^{(0)}, S^{(1)}, \ldots, S^{(h)}\), where

1. There is exactly one Level-(0) set in \(S^{(0)}\).
2. For \(j \in [h]\), all the Level-(j) sets form a partition of \(\text{LEAVES}(T)\), i.e., no two Level-(j) sets intersect and \(\bigcup_{S^{(j)} \subseteq S^{(j)}} S^{(j)} = \text{LEAVES}(T)\).
3. The total demand of each Level-(j) set is at most \(\text{CP}(j)\).
4. For \(j \in [h - 1]\), each Level-(j) set is a refinement of Level-\((j + 1)\) sets (there is no constraint on the number of them), i.e., each Level-(j) set is exactly equal to the union of some of Level-(j + 1) sets from \(S^{(j+1)}\).

The cost of this solution is \(\sum_{j=1}^{h} \sum_{S^{(j)} \subseteq S^{(j)}} \text{wTR} \left( \text{CUT}_{T}(S^{(j)}) \right) \cdot c_{m(j-1)-c_{m(j)}}\).

Remember that \(\text{CUT}_{T}(S)\) for \(S \subseteq \text{LEAVES}(T)\) is the minimum weight set of edges which separates the leaves in \(S\) from the rest of the leaves in \(T\) and if there are multiple such sets we select the one which minimizes the number of nodes that are connected to \(S\). If there are still multiple such sets we select the one which comes lexicographically first. Let \(T \setminus \text{CUT}_{T}(S)\) be the forest obtained form \(T\) after removing \(\text{CUT}_{T}(S)\) from \(T\).

**Definition 5** The mirror set of \(\text{CUT}_{T}(S)\) where \(S \subseteq \text{LEAVES}(T)\) which we denote by \(N(S)\) to be the set of all nodes that are in the connected components of \(T \setminus \text{CUT}_{T}(S)\) which have at least one node of \(S\).

Note that \(N(S)\) contains at least nodes of \(S\). We are not going to find \(N(S)\) but we use this definition to prove structural properties about solutions of HGPT.

Let \(S^{(0)}, S^{(1)}, \ldots, S^{(h)}\) be an arbitrary solution to the RHGPT problem and \(S^{(j)} \subseteq S^{(j)}\). We prove the following two lemmas about the structure of mirror set \(N(S^{(j)})\).

**Lemma 4** For \(j \in \{1, \ldots, h\}\), for any two distinct sets \(S^{(j)}, S^{(j)}_2 \subseteq S^{(j)}\) we have \(N(S^{(j)}) \cap N(S^{(j)}_2) = \emptyset\).

**Lemma 5** For \(j \in [h - 1]\), for any two sets \(S^{(j)} \subseteq S^{(j)}\) and \(S^{(j+1)} \subseteq S^{(j+1)}\) where \(S^{(j+1)} \subseteq S^{(j)}\) we have \(N(S^{(j+1)}) \subseteq N(S^{(j)})\).

In the following we define a class of special solutions to the RHGPT problem which are easily tractable by dynamic programming.

**Definition 6** A nice solution to the RHGPT problem is a solution \(s = (S^{(0)}, S^{(1)}, \ldots, S^{(h)})\) where for each node \(v \in V(T)\) and each level \(j \in [h]\) the following holds.

1. There is at most one set \((S^{(j)}_v \in S^{(j)})\) for which \(v \in N(S^{(j)}_v)\) we refer to this set if it exists as the \((v, j)\)-active set.
2. For all sets \(S^{(j)}_v \in S^{(j)}\) other than the \((v, j)\)-active set \((S^{(j)}_v \neq S^{(j)}_v)\) we have either \(N(S^{(j)}_v) \subseteq \text{SUB}(v)\) or \(N(S^{(j)}_v) \cap \text{SUB}(v) = \emptyset\).

Using Lemma 4 and Lemma 5 we can prove the following theorem.

**Theorem 3** There exists an optimal solution \((S^{(0)}_v, S^{(1)}_v, \ldots, S^{(h)}_v)\) to the RHGPT problem which is a nice solution.

**Proof.** First we note that any solution \(s = (S^{(0)}_v, S^{(1)}_v, \ldots, S^{(h)}_v)\) has at most one \((v, j)\)-active set for any \((v, j) \in V(T) \times [h]\). Because for any \(s_1, s_2 \in S^{(j)}\), by Lemma 4 mirror sets \(N(S^{(j)}_v)\) and \(N(S^{(j)}_v)\) are disjoint which implies that the mirror set of at most one set of \(S^{(j)}\) contains \(v\). Therefore the Condition 1 of a nice solution in Definition 6 holds for any solution \(s\).

Let \(s = (S^{(0)}_v, S^{(1)}_v, \ldots, S^{(h)}_v)\) be a solution to RHGPT.

**Definition 7** For each node \(v \in V(T)\) and each level \(j \in [h]\) we call \(S^{(j)}_v \in S^{(j)}\) a \((v, j)\)-bad set if \(S^{(j)}_v\) is not the \((v, j)\)-active set and neither \(N(S^{(j)}_v) \subseteq \text{SUB}(v)\) nor \(N(S^{(j)}_v) \cap \text{SUB}(v) = \emptyset\). We denote the sum of the total number of \((v, j)\)-bad sets over all \(v \in V(T)\) and \(j \in [h]\) by \(BS(s)\).

Note that we prove that there exists an optimal solution \(s^*\) for which \(BS(s^*) = 0\) then both the conditions of Definition 6 hold and the proof of the theorem follows.

Let solution \(s = (S^{(0)}_v, S^{(1)}_v, \ldots, S^{(h)}_v)\) be an optimal solution to RHGPT that has the minimum \(BS(s)\) number. We prove by contradiction that for each node \(v \in V(T)\) and each level \(j \in [h]\) there is no \((v, j)\)-bad set \(S^{(j)}_v\) in \(s\). Assume otherwise, let \(j \in [h]\) be the maximum level number for which there exists node \(v \in V(T)\) such that there is at least one \((v, j)\)-bad set \(S^{(j)}_v\).

Since \(S^{(j)}_v\) is not the \((v, j)\)-active set, \(N(S^{(j)}_v)\) does not include \(v\). Moreover \(N(S^{(j)}_v) \cap \text{SUB}(v) = \emptyset\) and \(N(S^{(j)}_v) \subseteq \text{SUB}(v)\). In the following we show that we can divide \(S^{(j)}_v\) to two subsets \(N(S^{(j)}_v) \setminus \text{SUB}(v)\) and \(N(S^{(j)}_v) \setminus \text{SUB}(v)\) to obtain a new solution which has less \((v, j)\)-bad sets than \(s\) while having the same cost.

Let \(U_1 = S^{(j)}_v \setminus \text{SUB}(v)\) and \(U_2 = S^{(j)}_v \setminus \text{SUB}(v)\).
Observation 1 All the following facts hold for sets $U_1$ and $U_2$ (see Figure 1).

1. $N(U_1) \subseteq \text{sub}(v) - \{v\}$.
2. $N(U_2) \subseteq (T \setminus \text{sub}(v))$.
3. $N(S_v^{(j)}) = N(U_1) \cup N(U_2)$.
4. $\text{cut}_T(S_v^{(j)}) = \text{cut}_T(U_1) \cup \text{cut}_T(U_2)$.
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Figure 1: Dividing $N(S_v^{(j)})$ into $U_1$ and $U_2$.

We build solution $\hat{s} = (S_v^{(0)}, S_v^{(1)}, \ldots, S_v^{(h)})$ from $s$ as follows. For $k \in [h] - \{j\}$ we have $S_v^{(k)} = S_v^{(k)}$. Collection $S_v^{(j)}$ is the same as $S_v^{(j)}$ except that we replace set $S_v^{(j)}$ with $U_1$ and $U_2$. In the full paper we show the following three claims: (1) $\hat{s}$ is a valid solution, (2) $BS(\hat{s})$ is less than $BS(s)$, and (3) $\hat{s}$ has the same cost as $s$ and hence is an optimal solution. Existence of $\hat{s}$ contradicts the fact that $s$ is an optimal solution to RGHPT with minimum $BS(\cdot)$. Therefore $s$ does not have any $(v,j)$-bad set for any $(v,j) \in V(T) \times [h]$.

In the following we prove that the best nice solution can be found with dynamic programming which combined with Theorem 3 implies that we can find an optimal solution to the RGHPT problem.

Theorem 4 We can find the best nice solution to the RGHPT problem by dynamic programming while violating the capacity constraints of Level-$(j)$ sets (item 3 of Definition 4) by factor $(1 + \epsilon)$ for arbitrary small positive value $\epsilon$.

We can assume that each node of $T$ has at most two children by repeating the following procedure. If node $v$ of $T$ has $f_v$ children where $f_v > 2$, we create a binary tree of $f_v - 1$ dummy nodes where dummy nodes are connected to each other with the edges of weight infinity. If a dummy node has less than two children in addition to its child we connect it to children of $v$ with the same weight as the edge between $v$ and the children.

Remember that the processing demand of each node $v \in \text{leaves}(T)$ is $0 < d(v) \leq 1$. Let $0 < \epsilon$ be a sufficiently small constant. First we scale all the demands by factor $\epsilon/n$ and work with the new demand function $d'$ where $d'(v) = \lceil \frac{d(v)}{\epsilon/n} \rceil$ for each leaf $v \in \text{leaves}(T)$. Note that the maximum value of $d'$ is $\frac{n}{\epsilon}$ since $0 < d(v) \leq 1$. We also assume that the capacity of each Level-$(j)$ $H$-node is scaled by factor $\epsilon/n$. Note that the rounding error of the floor function in $d'$ for each leaf is $\epsilon/n$. As we can pack at most $n$ nodes into one $H$-node, the total rounding error for each $H$-node is at most $\epsilon$. Let $D = \sum_{v \in \text{leaves}(T)} d'(v)$ be the total demand of the leaves which is upper bounded by $\frac{n D}{\epsilon}$ since we have at most $n$ leaves. Here we develop an algorithm whose running time is polynomial in $D$ and hence is polynomial in $n$ and $\frac{1}{\epsilon}$.

We try to run the dynamic programming over the nodes of $T$ in the sense that we define a subproblem for each $v \in V(T)$ and solve the subproblem by the solutions of subproblems defined for children of $v$.

Let $v \in V(T)$ be an arbitrary node in $T$ and $s = (S_v^{(0)}, S_v^{(1)}, \ldots, S_v^{(h)})$ be a nice solution. We define the induced family of collection $(s_v = (S_v^{(0)}, S_v^{(1)}, \ldots, S_v^{(h)}))$ of $s_v$ in $v$ to be the family of collections where each set $S_v^{(j)} \in S_v^{(j)}$ is replaced with $\hat{S}_v^{(j)} \cap V(\text{sub}(v))[\hat{S}_v^{(j)}] \in \hat{S}_v^{(j)}$ if and only if $\hat{S}_v^{(j)} \cap V(\text{sub}(v)) = \emptyset$ we completely remove $\hat{S}_v^{(j)}$. Intuitively $s_v$ is the reflection of $s$ in the sense that we only include nodes of $\text{sub}(v)$ over the subtree $\text{sub}(v)$.

Remember that for any nice solution $s = (S_v^{(0)}, S_v^{(1)}, \ldots, S_v^{(h)})$ and each level $j \in [h]$ there is at most one $(v,j)$-active set (see Figure 2). This means that for all other Level-$(j)$ sets $(S_v^{(i)} \in S_v^{(j)})$ either mirror set $N(S_v^{(i)})$ and $\text{cut}_T(S_v^{(i)})$ is fully in $\text{sub}(v)$ or fully outside $\text{sub}(v)$. For each Level-$(j)$ set $S_v^{(j)}$ that is not the $(v,j)$-active set either $S_v^{(j)}$ retains all its elements or does not appear at all when induced to $v$ form the Level-$(j)$ collection of $s_v$.

Seeing from the opposite direction, in order to rebuild Level-$(j)$ collection $S_v^{(j)}$ from Level-$(j)$ induced collection $S_v^{(j)}$ we need to only add some new leaves to the $(v,j)$-active set of $S_v^{(j)}$ while all the other sets of $S_v^{(j)}$ remain intact, moreover, we might add some new sets of leaves to $S_v^{(j)}$. This leads to an important property that we can replace the induced family of collection $s_v$ over nodes of $\text{sub}(v)$ with any other induced family of collection $\hat{s}_v$ (again over nodes of $\text{sub}(v)$) in solution $s$ and obtain a valid solution as far as the total demand of the $(v,j)$-active set of $s_v$ is the same as the $(v,j)$-active set of $\hat{s}_v$. We prove this property more formally later and show that this property results in the fact that an optimal solution is also an optimal induced family of collection over any node $v \in V(T)$. Therefore, we are able to show that the optimal induced family of collection for each node $v$ can be found by considering the optimal induced family of collections over the children of $v$ which is the main idea of our dynamic programming.

The following is a corollary of Lemma 5.

Corollary 1 Let $s$ be a nice solution of RGHPT. If for level $j \in [h]$ set $S_v^{(j)} \subseteq S_v^{(j)}$ is the $(v,j)$-active set then there exists set $S_v^{(i-1)}$ which is $(v,j-1)$-active set and $S_v^{(j)} \subseteq S_v^{(i-1)}$.

Let us denote the total demand of the $(v,j)$-active set of $s$ by $D_v^{(j)}$ for any $j \in [h]$, i.e., if $S_v^{(j)}$ is the $(v,j)$ -active set we have $D_v^{(j)} = \sum_{v \in S_v^{(j)}} d'(v)$ for any $j \in [h]$. From Corollary 1 we can conclude that $D_v^{(j)} \geq D_v^{(j+1)}$ for any $j \in [h-1]$.

In the following definition we formally define a subproblem defined over subtree of $v$ and the set of its valid solutions for any $v \in V(T)$. In fact, when solving for $\text{sub}(v)$ we not only hierarchically partition leaves of $\text{sub}(v)$, we also find a mirror set $N_v$ which also shows how to cut the subset of the leaves from the rest. We will show that the only important information we need to retain when solving for the sub problem defined over $\text{sub}(v)$ is the size of the $(v,j)$-active set for any $j \in [h]$ therefore we only have the $h$-tuple $(D_v^{(0)}, D_v^{(2)}, \ldots, D_v^{(h)})$ in the signature of the subproblem. We force the conditions of a RGHPT solution (Definition 4), con-
Figure 2: The mirror set $N_s(\cdot)$ for all the sets in the collections of solution $s$. Here $s$ has three collections $s_0, s_1, s_2$ where $s_0 = \{s_0^1\}, s_1 = \{s_1^1, s_2^1, s_1^2\}$, and $s_2 = \{s_2^1, s_2^2, s_1^3, s_2^3, s_2^4, s_2^6\}$. Set $s_0^1$ is the $(v, 0)$-active set, $s_1^1$ is the $(v, 1)$-active set, and $s_2^1$ is the $(v, 2)$-active set. Set $N_s(\cdot)$ is the $(v, 0)$-active set, $N_s(\cdot)$ is the $(v, 1)$-active set, and set $N_s(\cdot)$ is the $(v, 2)$-active set.

Figure 2: The mirror set $N_s(\cdot)$ for all the sets in the collections of solution $s$. Here $s$ has three collections $s_0, s_1, s_2$ where $s_0 = \{s_0^1\}, s_1 = \{s_1^1, s_2^1, s_1^2\}$, and $s_2 = \{s_2^1, s_2^2, s_1^3, s_2^3, s_2^4, s_2^6\}$. Set $s_0^1$ is the $(v, 0)$-active set, $s_1^1$ is the $(v, 1)$-active set, and $s_2^1$ is the $(v, 2)$-active set. Set $N_s(\cdot)$ is the $(v, 0)$-active set, $N_s(\cdot)$ is the $(v, 1)$-active set, and set $N_s(\cdot)$ is the $(v, 2)$-active set.

6. Size of the $(v, j)$-active set of $s_v$ has to be $D_j^v$, i.e., the upper bound on the total demand which we refer to as $S_v$. For a node $v \in V(T)$ an $h$-tuple $(D_v^1, \ldots, D_v^h)$ is valid if $D_j^v > D_j^v+1$ for $j \in [h-1]$. Another property that $(D_1^v, \ldots, D_h^v)$ has to have in order to be a valid signature is not to violate the Level-$j$ $H$-nodes capacity (CP$(j)$). In other words, $D_j^v \leq CP(j)$ for all $j \in [h]$. Therefore, if signature $(D_1^v, \ldots, D_h^v)$ is not valid then we return an empty solution with infinity cost for the subproblem $SP(v, (D_1^v, \ldots, D_h^v))$.

Remember that $r$ is the root of $T$, therefore if $(s_v, N_v)$ is a non-empty solution to subproblem $SP(r, (\cdot))$ then $s_v$ is a solution to RHGPT over $T$ by Condition 1 in Definition 8.

Corollary 2 Let $(s_v, N_v)$ be a non-empty solution to subproblem $SP(r, (\cdot))$ then $c_v(s_v, N_v) \geq c(s_v)$.

Corollary 3 Let $s^*$ be an optimal nice solution to the RHGPT problem, $(N_v)$ be the mirror set as defined in Definition 5, and for any $j \in [h]$ $D_j^v$ be the size of the $(r, j)$-active set of $s^*$. Then, $(s^*, N_v)$ is a valid solution for subproblem $SP(r, (D_0^v, \ldots, D_h^v))$ and $c_v(s^*, N_v) = c_v(s^*)$.

From corollaries 2 and 3 we conclude that there exists $(D_0^v, \ldots, D_h^v) \in [D] \times \ldots \times [D]$ such that the cost of the optimal solution to $SP(r, (D_0^v, \ldots, D_h^v))$ is the same as the cost of the optimal solution to the RHGPT problem. Therefore, we can find the optimal solution to the RHGPT problem by solving $SP(r, (D_0^v, \ldots, D_h^v))$ for any $(D_0^v, \ldots, D_h^v) \in [D] \times \ldots \times [D]$ and take the solution which has the minimum cost.

In the appendix, we show how to solve $SP(v, (D_0^v, \ldots, D_h^v))$ for any $v \in V(T)$ and $(D_0^v, \ldots, D_h^v) \in [D] \times \ldots \times [D]$ using dynamic programming.

Dynamic Programming: Base case. If $v$ is a leaf then for subproblem $SP(v, (d(v))^+, \ldots, d(v)^-))$ we return a solution whose cost is zero and $(v)$ is the only set in each collection $S_v(\cdot)$ which is also the $(v, j)$-active set for any $j \in [h]$. For any other signatures in subproblem $SP(v, (\cdot))$ we return an empty solution with infinity cost.

Recursive Step. In the following we show that $SP(v, (D_0^v, \ldots, D_h^v))$ is solvable for any $(D_0^v, \ldots, D_h^v)$ knowing the solution to the subproblems of the children of $v$. Therefore, we can start from the leaves of $T$ and recursively solve subproblem $SP$ till reach to root $r$.

Here we assume that $v$ has two children $v_1$ and $v_2$. The case when $v$ has only one child is easier. Let $(D_0^v, \ldots, D_h^v) \in$
Let $(s_0, N_v)$ be an arbitrary valid signature we focus on solving subproblem $SP(v, (D_v^1), \ldots, (D_v^h))$.

We define induce function $INDUCE$ which takes a solution to $SP(v, (D_v^1), \ldots, (D_v^h))$ and a child of $v$ and induce the solution to the subtree defined over the given child. More formally, let $(s_v, N_v)$ be an optimal solution for $SP(v, (D_v^1), \ldots, (D_v^h))$ and we induce $v' = (s_v, N_v)$ is equal to $(s_1, N_1)$. Here $s_i = (S_{v_1}^0, S_{v_2}^0, \ldots, S_{v_k}^0) = S_{v_k}^0 = (S_{v_1}^0 \cup V(sub(v_1)) \neq \emptyset)$ we add $S_{v_k}^0 \in S_{v_k}^0$ with mirror set $N_1(S_{v_k}^0 \cup V(sub(v_1))) = N_v(S_{v_k}^0 \cup V(sub(v)))$.

The important property we have about $SP(v, (D_v^1), \ldots, (D_v^h))$ is that there exist an optimal solution which is also an optimal solution when induced to $v_1$ or $v_2$.

**Lemma 6** There exists an optimal solution $(s_v^*, N_v^*)$ to $SP(v, (D_v^1), \ldots, (D_v^h))$, $(D_v^1), \ldots, (D_v^h), (D_v^1), \ldots, (D_v^h) \in [D] \times \ldots \times [D]$ such that $INDUCE(v_1, s_v^*, N_v^*)$ is an optimal solution to $SP(v_1, (D_v^1), \ldots, (D_v^h))$ and $INDUCE(v_2, s_v^*, N_v^*)$ is an optimal solution to $SP(v_2, (D_v^1), \ldots, (D_v^h))$.

From Lemma 6 we know that there exists an optimal solution for $v$ which is an optimal solution for subproblems defined for both children $v_1$ and $v_2$ when induced to them. Therefore, in order to solve $SP(v, (D_v^1), \ldots, (D_v^h))$, we loop over all the signatures $(D_v^1, \ldots, (D_v^h), (D_v^1, \ldots, (D_v^h) \in [D] \times \ldots \times [D]$ and solve subproblems $SP(v_1, (D_v^1), \ldots, (D_v^h))$ and $SP(v_2, (D_v^1), \ldots, (D_v^h))$ and merge their optimal solutions. Note that in the merging process the edge $v_1v_2$ which connects $v$ to its children might be in the cut of some Level-$(j)$ sets and hence adds additional cost to the merged solution (the same thing can happen for $v_2v_2$). In the following we show carefully that the extra cost of merging two solutions of children of $v$ only depends on the signatures of the solutions.

Let $(s_1, N_1)$ be a solution for node $v_1$ with signature $D_v^0$ and $(s_2, N_2)$ be a solution for node $v_2$ with signature $D_v^0$. Suppose we want to merge these two solutions and obtain solution $(s_v, N_v)$ for $v$ such that it has signature $D_v^0$.

Consider a specific level number $j \in [h]$. Let the Level-$(j)$ collection of $v_1$ be $S_{v_1}^0$ and the Level-$(j)$ collection of $v_2$ be $S_{v_2}^0$ which we want to join and obtain the Level-$(j)$ collection ($S_v^0$) of $v$. Note that all the sets of $S_v^0$ will remain intact when merging with $S_v^0$ except the $(v_1, j)$-active set (see Condition 5 of Definition 8). In fact the only two sets that could merge together in $S_v^0$ are the $(v_1, j)$-active set of $S_v^0$ and the $(v_2, j)$-active set of $S_v^0$.

From the signatures of solutions we know that the size of $(v_1, j)$-active set is $D_v^0(j)$ and the size of $(v_2, j)$-active set is $D_v^0(j)$.

For node $v_j$ (the case for $v_2$ is the same) and each level number $j$, we have two choices: (1) either we cut edge $v_1v_2$ (edge $v_2v_2$ is included in cut $T$) of Level-$(j)$ ($v_1, j$)-active set of $s_1$ and pay $w(v_1) : c(m(j_1) - c(m(j_2)) \times \frac{1}{2}$ or (2) we do not cut $v_1v_2$ at level $j_1$. In the former the $(v_1, j)$-active set of $v_1$ which has total demand of $D_v^0(j)$ is closed and is not part of the $(v_1, j)$-active set of $v$. In the latter if the $(v_1, j)$-active set has a non-zero total demand ($D_v^0(j) \neq 0$) then it is part of the $(v, j)$-active set, moreover, as the $(v_1, j)$-active set of $v$ is a subset of all $(v, k)$-active sets for $k < j_1$ we cannot cut $v_1v_2$ for all the other lower levels. In other words, for node $v_1$ we need to decide about level $j_1$, where we cut edge $v_1v_2$ for all the levels $k > j_1$ and keep edge $v_1v_2$ for all levels $k \leq j_1$. This leads to definition of consistency between two signatures associated with children of $v$ as follows.

**Definition 9** A valid signature $(D_v^1, \ldots, D_v^h)$ is $(j_1, j_2)$-consistent with signature $(D_v^1, \ldots, D_v^h)$ regarding signature $(D_v^1, \ldots, D_v^h)$ if the following holds. For each $k \leq \min(j_1, j_2)$ we have $D_v^k = D_v^k + D_v^k$. For each $k > \max(j_1, j_2)$ we have $D_v^k = 0$. If $j_1 \geq j_2$ then for each $j_2 < k \leq j_1$ we have $D_v^k = D_v^k$ otherwise for each $j_1 < k \leq j_2$ we have $D_v^k = D_v^k$.

Now we explain how to merge the partial solutions of two children of $v$ to get a partial solution to $v$. Remember $s_1 = (S_1^0, \ldots, S_1^0)$ is a partial solution in node $v_1$ with signature $(D_1^1, \ldots, D_1^h)$ and $s_2 = (S_2^0, \ldots, S_2^0)$ is a partial solution in $v_2$ with signature $(D_2^1, \ldots, D_2^h)$. Assume that $(D_1^1, \ldots, D_1^h)$ and $(D_2^1, \ldots, D_2^h)$ are $(j_1, j_2)$-consistent with regard to $(D_1^1, \ldots, D_1^h)$. Without loss of generality assume $j_1 \leq j_2$. The output of function merge($s_1, s_1, s_2, v_2$) is a partial solution $s_v = (S_v^0, \ldots, S_v^0)$ for $v$ where

- For $k > j_2$ we have $S_v^k = S_v^k \cup S_v^k$ and there is no $(v, k)$-active set (size of the $(v, k)$-active set is zero).
- For $j_1 < k \leq j_2$ we have $S_v^k = S_v^k \cup S_v^k$ and the $(v, k)$-active set is the $(v_2, k)$-active set of $s_2$.
- For $k \leq j_1$ let $S_v^k$ be the $(v_1, k)$-active set of $s_1$ and $S_v^k$ be the $(v_2, k)$-active set of $s_2$ then $S_v^k = S_v^k \cup S_v^k$ in which we replace $S_v^k$ and $S_v^k$ with $S_v^k$ and $S_v^k$. The $(v, k)$-active set in this case is $S_v^k \cup S_v^k$.

Note that for each level $k > j_1$ if size of $(v_1, k)$-active set of $s_1$ ($(D_v^1)^{(k)}$) is larger than zero then we cut edge $v_1v_2$ and pay $w(v_1) : c(m(k) - c(m(k)) + \frac{1}{2})$; a similar argument holds for $v_2$. The partial cost of $s_v$ is

$$c(s_v) = c(s_1) + c(s_2) + \sum_{k : k > j_1 \& D_v^0(k) \neq 0} w(v_1) : c(m(k) - c(m(k)) + \frac{1}{2})$$

Now we prove the following claim to show how we can find an optimal partial solution for $v$ given optimal partial solutions of its children.

**Claim 1** Let $v$ be a node in $T$ which has two children $v_1$ and $v_2$. We can find an optimal solution for subproblem $SP(v, (D_v^1), \ldots, (D_v^h))$ if for any signature $(D_1^1, \ldots, D_1^h)$ we know an optimal solution to $SP(v_1, (D_1^1), \ldots, (D_1^h))$ and for any signature $(D_2^1, \ldots, D_2^h)$ we know an optimal solution to $SP(v_2, (D_2^1), \ldots, (D_2^h))$.

**PROOF.** We run Dynamic Program (DP) algorithm as follows

1. Initialize $s_v$ with an empty solution with cost infinity.
2. For each valid signature $(D_1^1, \ldots, D_1^h), (D_2^1, \ldots, D_2^h), \ldots, D_v^h) \in [D] \times \ldots \times [D]$ and each $j_1, j_2 \in [h]$.,
(a) \( s_1 = SP(v_1, (D_1^{(1)}, \ldots, D_1^{(b)})) \).
(b) \( s_2 = SP(v_2, (D_2^{(1)}, \ldots, D_2^{(b)})) \).
(c) If \( c(s_1) \) and \( c(s_2) \) are not infinity and \( (D_1^{(1)}, \ldots, D_1^{(b)}) \) and \( (D_2^{(1)}, \ldots, D_2^{(b)}) \) are \((j_1, j_2)\)-consistent with respect to \((D_1^{(1)}, \ldots, D_1^{(b)})\) then:
   i. \( s'_v = merge(s_1, j_1, s_2, j_2) \).
   ii. If \( c(s'_v) < c(s_v) \) then
      A. \( s_v = s'_v \).
3. Return \( s_v \).

Finally note that the running time of DP is \( D^{2b+2} \). □

Note that we have in total \( O(n) \) nodes and \( D^b \) different signatures where solving each subproblem \( SP \) takes \( O(D^{2b+2}) \). Therefore the total running time is \( O(n \cdot D^{2b+2}) \).

Finally in the following theorem, we show that we can transform any solution to the RHGPT problem to a solution of HGPT by violating the demand capacities.

**Theorem 5** Any solution to the RHGPT problem (Definition 4) can be transformed to a solution of HGPT (Definition 3) without increasing the cost by violating the demand capacities of each Level-\( j \) set (Constraint 3 in Definition 3) by a factor of \((1 + \epsilon)\).

We apply the procedure of Theorem 5 to the solution of Theorem 4 which gives violation factor \((1 + \epsilon)(1 + \alpha) \) in capacity and since cost is preserved optimally, we get the result stated in Theorem 2.

4. **HGP ON ARBITRARY GRAPH**

We embed \( G \) into a probability distribution \( \pi \) of \( p \) decomposition trees \( T_1, T_2, \ldots, T_p \) using Räcke’s congestion minimization embedding [24]. A decomposition tree \( (T) \) comes along with a node mapping function \( m_{\pi} : V(T) \rightarrow V(G) \) and an edge mapping function \( m_{\pi} : E(T) \rightarrow E(G) \). Function \( m_{\pi} \) maps each vertex of \( T \) to a node in \( G \) such that it induces a bijection between the leaves of \( T \) and the nodes in \( G \). Function \( m_{\pi} \) maps each edge \( e_{\pi} = (u_{\pi}, v_{\pi}) \) of \( T \) to a corresponding path in \( G \). Let \( m_{\pi} \) be the reverse of \( m_{\pi} \) on the leaves of \( T \) which maps each node in \( G \) to a leaf in \( T \).

Let \( u_{\pi} \) and \( v_{\pi} \) be two neighboring nodes in \( T \) with edge \( e_{\pi} = (u_{\pi}, v_{\pi}) \) between them. The weight of edge \( e_{\pi} \) is defined as \( w_{\pi}(u_{\pi}, v_{\pi}) = \sum w_{\pi}(u_{\pi}, v_{\pi}) \) where \( V_{u_{\pi}} \) and \( V_{v_{\pi}} \) denote the two sets in the partition created by edge \( e_{\pi} \) over \( LEAVES(T) \).

Let \( P_{\pi} \) be an arbitrary subset of leaves in \( T \). We use \( m(P_{\pi}) \) to refer to a set of nodes in \( G \) whose \( u \in m(P_{\pi}) \) if and only if \( m'(u) \in P_{\pi} \). We define \( CUT(P_{\pi}) \) where \( P_{\pi} \subseteq LEAVES(T) \) to be the minimum weight set of edges which separates the leaves in \( P_{\pi} \) from the rest of the leaves in \( T \). In other words, if we remove the edges of \( CUT(P_{\pi}) \) from \( T \) there will be no path between any leaf in \( P_{\pi} \) and any outside of \( P_{\pi} \). If there are multiple such sets we select the one which minimizes the number of nodes that are connected to \( P_{\pi} \). If there are still multiple such sets we select the one which comes lexicographically first. (We use this property in the next section when we design our algorithm). The following proposition is a direct result of the way we set the weight of each edge in decomposition tree \( T \).

**Proposition 1** Let \( P_{\pi} \) be a subset of leaves of decomposition tree \( T \) then we have \( w_{\pi}(CUT(P_{\pi})) \geq \omega(CUT(m(P_{\pi}))) \).

A flow \((F_{s,t})\) between source node \( s \) and target \( t \) is a set of paths where each path \( p_{s,t} \) starts from \( s \) and ends at \( t \), and carries \( f_{s,t} \) amount of flow. Here \( F_{s,t} \) carries the total flow of \( \sum_{p_{s,t} \in F_{s,t}} f_{s,t} \). A multi-commodity flow \((MF)\) is the set of \( \binom{n}{2} \) flows, one flow for each pair of nodes \((u, v)\) in \( G \). The congestion imposed by \( MF \) on \( G \) is defined as \( max_{e \in E} Load_{MF}(e) \) where \( Load_{MF}(e) \) is the total amount of flow that passes through edge \( e \).

Similar to the edges and nodes we define functions \( m \) and \( m' \) in order to map a multi-commodity flow from decomposition tree \( T \) to \( G \) and vice versa. For a given multi-commodity flow \( MF \) in \( G \) we can obtain the corresponding multi-commodity flow \( MF_{\pi} \) in decomposition tree \( T \) by routing the total flow between each pair of nodes \( u \) and \( v \) in \( MF \) in the unique path between \( m_{\pi}(u) \) and \( m_{\pi}(v) \). Similarly, for a given multi-commodity flow \( MF_{\pi} \) in decomposition tree \( T \) we can obtain the corresponding multi-commodity flow \( MF = \sum_{e \in E} Load_{MF}(e) \) in \( G \) by routing all the flow passing through each edge \( e_{\pi} \) through the path \( m_{\pi}(e_{\pi}) \) in \( G \).

The main contribution of Räcke [24] on embedding graph \( G \) into a convex combination of decomposition trees is the following theorem.

**Theorem 6** For a given graph \( G \) there exists a convex combination of \( \pi = O(|E| \log n) \) decomposition trees \( T_1, \ldots, T_p \) where each tree \( T_j \) has a multiplier \( \lambda_i \) with \( \sum_{i=1}^p \lambda_i = 1 \) such that the following holds. Suppose we are given a multi-commodity flow \( MF \), for each tree \( T_j \), with congestion at most \( C \). Then if we map all the multi-commodity flows \( MF \) on \( G \) when scaled by multiplier \( \lambda_i \), results in a multi-commodity flow \( MF = \sum_{i=1}^p \lambda_i T_i, (MF_i) \) in \( G \) with congestion at most \( O(\log n \cdot C) \).

Our goal is to use the above theorem to show by solving HGP efficiently in decomposition trees we can obtain an \( O(\log n) \)-approximation algorithm for HGP in \( G \). Before we start we define a solution to the HGP problem in a decomposition tree. Note that there is a bijection between leaves of a decomposition tree and nodes of \( G \). Therefore we are only interested in assigning leaves of a decomposition tree to the \( H \)-nodes.

**Definition 10** For a decomposition tree \( T \), mirror function \( P_{\pi} \) is a solution to the HGP problem in \( T \) where for each \( a_H^{(j)} \in V(H) \) we have \( P_{\pi}(a_H^{(j)}) \) is a subset of leaves of \( T \). The cost of solution \( P_{\pi} \) in \( T \) is

\[
C_T(P_{\pi}) = \sum_{a_H^{(j)} \in V(H)} w_T(CUT_P(T_{\pi}(a_H^{(j)}))) \cdot \frac{cm(j) - 1 - cm(j)}{2}.
\]

Let \( P_{\pi} \) be a solution to the HGP in decomposition tree \( T \) assigning each of \( LEAVES(H) \) to a subset of leaves of \( T \). Similar to multi-commodity flows we use function \( m_{\pi} \) to map solution \( P_{\pi} \) to a solution in \( G \). Let \( P = m(P_{\pi}) \) be a solution for HGP in \( G \) which each \( a_H \in V(H) \) is assigned to set \( m(P_{\pi}(a_H^{(j)})) \), more formally, \( P : V(H) \rightarrow 2^{\mathcal{V}(G)} \) where \( P(a_H^{(j)}) = \{m_{\pi}(e_{\pi}) \in V(G) | e_{\pi} \in P_{\pi}(a_H^{(j)})) \). It can be shown that the cost of a solution in decomposition tree \( T \), \( C_T(P_{\pi}) \), is larger than its corresponding solution in \( G \), \( C(\pi(m(P_{\pi}))) \).

**Theorem 7** Let \( T_1, \ldots, T_p \) such that \( p = O(|E| \log n) \) be the set of decomposition trees specified in Theorem 6. Let \( P^* \) be the optimum solution of HGP over the leaves of tree \( T \), and \( P^* \) be an optimal solution to the HGP problem in \( G \). Then the cost of solution \( m\pi(P^*) \) where \( q = arg \min_{m\pi(P^*)} C_T(P^*) \) is at most \( \beta \cdot C(P^*) \) where \( \beta = O(\log n) \) in Theorem 6.
We run the algorithm of Theorem 2 on each decomposition tree specified in Theorem 7 and select the solution with the best cost. Therefore, Theorem 1 which is our main result follows.
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